
Case 2: IT Architecture and Infrastructure

CASE OVERVIEW   

The Department of Substance Control Programs (DSCP) is a fictional public sector agency of about 325 employees.  The department’s mission is to provide leadership and to coordinate the delivery of alcohol and other drug prevention, treatment and recovery programs in order to reduce the incidence of substance abuse.

Although this department is fictional, it is a closely modeled composite of and similar in mission to several actual state agencies in states with large diverse populations. In this introductory chapter, you will be provided a description of this department, its background, its organizational structure and culture, its employees and stakeholders, and its information technology systems.  In addition, we will discuss some of the business and political issues challenging this department.

Like most departments in the state, ITSD employs a bifurcated or distributed IT architecture, with some of the hardware installations and applications maintained by a state-level data center, while others are located in-house.  In general, production systems are hosted by the data center, while ITSD hosts the e-mail services, local area networks, and the development environments.  

The State Data Center (SDC) is used by most state agencies to host their major applications and to meet their data processing needs.  SDC is spread over several “campuses” and is supposed to provide economies of scale through shared client-server and mainframe environments, in addition to 24/7 support.  However, many state agencies feel that the cost of service is high relative to the level and quality of services provided.  In fact, ITSD technical staff recently experienced several occasions where SDC has made system upgrades to its operating environment without notice to ITSD, causing system outages and crashes.  In an effort to keep state agencies from creating their own in-house data centers, SDC requires state agencies to request approval for do so – few of which are actually granted.

While ITST plans to eventually migrate away from mainframe-based operations, it still relies upon the Shared Mainframe Environment at SDC for two of its legacy applications that date back to the early 1990s: the Client Treatment Data System (CTDS) and the Treatment Capacity System (TCS).  A shared IBM 9672 Model R86 mainframe is used for hosting and running these applications.  The mainframe operating system is OS/390 and JES2 as used as the job control language.  

The application programs for CTDS and TCS were originally written in 1991 using COBOL and SAS.  These languages are still being used for these applications, although ITSD technical staff have replaced COBOL with SAS for some of the processing application modules, and for virtually all of the report generation modules.   Current versions being used are 2.1.0 and 6.09, respectively.  

Application support is split between SDC and ITSD – SDC is responsible for installing version upgrades, while ITSD is responsible for creating and maintaining the actual application code. A second shared mainframe, an IBM 9672 Model R96, is used to store the CTDS and TCS data files in non-relational SAS tables.  The total number of records is approximately seven million and the total disk storage used is approximately 30 gigabytes.

ITSD also maintains a number of client-server based applications that are physically housed at SDC.  These include an Oracle database on a Unix platform that is used to support some of the more recently developed systems, such as the Prevention Data System (PDS).  Ultimately, ITSD plans to use Oracle to develop an integrated enterprise system as its legacy applications are replaced.

DSCP access to applications and data hosted by SDC is controlled by a RACF administrator, Roger Washington, the manager of the Application Support Unit, is the designated RACF administrator for the department. ITSD can access the SDC network supporting its client-server and mainframes environments either through direct connection nodes or in some instances, through the Internet.  Both ITSD and SDC maintain their own firewalls, and the SDC provides four T3 lines for state agencies to use.

As part of its services, SDC provides backup and recovery services for the data and applications identified as mission-critical by ITSD.  However, SDC has not conducted any recovery “drills” since the 1999 Y2K initiative.  In addition, ITSD staff are unaware of any recent audits that are supposed to take place on a regular basis to validate the SDC backup process.

The IT architecture within ITSD is built around providing desktop productivity to all DSCP employees.  Computer inventory includes more than 400 personal computers.  Every employee has a desktop computer, and the 75 field staff are assigned a notebook computer in addition to their desktop. The standard operating system is Windows XP Service Pack 2, and the standard software image includes Microsoft Word, Excel, PowerPoint, and Outlook.  Additional software, such as Microsoft Access and Visio, must be selected from an approved list and is available on a need basis. Employees are prohibited from downloading or installing their own software, and regular software inventory scans are run to ensure compliance.  Synectics Ghost software is used to build standard PC profiles that are used for re-imaging computers whenever an employee leaves and is replaced by someone else.  All employees have access to the internet on their computers, but due to a number of abuses and security issues, accessible sites are heavily filtered. Personal computers are generally budgeted to be replaced every three to four years, subject to available funding.

Personal computers are connected to a Windows 2000 local area network (LAN) using fiber optic cabling and Cisco switches and routes.  Field staff can access the LAN via a dial-up modem server; a pilot program with limited access also allows virtual private network (VPN) access to select users.  

Currently, 16 file servers are used for the LAN, user data, various applications, workstation images, and data backup (which is done nightly).  ITSD also has another 16 servers which are used to support development, testing and training environments, the Remedy Action Request system, various middleware applications, and to host the department’s intranet, as well as e-mail services using Microsoft Exchange.  IDSD also finished converting from a Novell-based LAN environment less than two years ago, and is still developing expertise in supporting the Windows 2000 LAN environment.

IDSD is also growing its internet web site from providing static pages only to hosting a number of extranet applications.   To provide more security, IDSD is collaborating with SDC to move from a two-tiered to three-tiered server architecture for web-based applications:  a Web server, an application server and a database server, with a firewall between the Web server and the application and database servers. 

The Technical Support Services (TSS) unit is responsible for all network administration and PC support. Due to resource issues, there are only three full-time staff members, other than the supervisor, to provide this support.  Because of these limited resources, TSS also employs several student assistants, as well as two semi-permanent consultants.  The Human Relations Division within the department has expressed concern regarding the extended use of private consultants to perform maintenance activities; while not considered to be an outright violation of state civil service rules, the extended period is considered questionable, and TSS expects to receive resistance when the contract is next up for renewal.  

The office building in which DSCP is housed is an older building that is leased.  The building owner has not maintained the building well and there are frequent power outages during the summer.  The LAN room uses the same air conditioning system as the rest of the building and the uninterruptible power supply (UPS) is inadequate for power outages lasting more than a few minutes.  Stacy Smith has been trying for several years to get dedicated air conditioning in the LAN room, plus a new uninterruptible power supply, but the property owner has not been receptive to making these improvements.  

DCSP Information Systems
DCSP has eight core or mission-critical data systems for its data collection, storage and reporting (Please see Exhibit 2A).  Six are these are “legacy” systems that use outmoded or older (even antiquated) technologies and that are at least ten years old: 

The Client Treatment Data System (CTDS) is DSCP’s oldest data system, dating back to 1991.  CTDS was developed in order to satisfy the requirements of the federal Anti-Drug Abuse Act of 1988,  which required every state, as a condition of receiving block grant funding,  to collect and report data on the number, demographics, and treatment characteristics of clients receiving alcohol or drug treatment. 

CTDS is a mainframe batch processing system written in SAS and COBOL.  A total of 36 data elements are collected regarding client demographics – for example, age, gender, education, – and treatment characteristics Initially, CTDS was a manual system entirely – treatment providers would send hardcopy admission and discharge forms for the previous reporting month directly to ITSD, where the forms would be manually logged, reviewed and batched, then entered using double key data entry and placed in a job stream.  

Over the years, CTDS front end processing has been modified to allow counties who run their own systems to collect data from the treatment providers in their respective counties, then to transfer a monthly ASCII file to ITSD by tape, diskette, or e-mail attachment.  About 85 percent of submissions are now submitted in electronic format by counties, with the remainder still being sent in hardcopy format directly from treatment providers.  Of those counties submitting data in electronic format, one county still submits a monthly tape, two use diskettes and the rest send their file as an e-mail attachment.

However, the “back end” processing is still almost exactly the same as it was in 1991. In fact, the same computer operator, Billy Middleton, has run the job control language (JCL) for CTDS processing since it was implemented.  Once a week, he runs a weekly edit of the data in the job stream that also sorts and combines the records with valid data into a single input file.  Records that have errors deemed to be critical go to a suspense file.  One of the data analysts in the Quality Assurance and Data Management Unit then manually balances and reconciles the edit listing, going into the raw files to correct any discrepancies.  At the end of each month, an update program is run against the weekly files to create a matched admission and discharge data set, which also requires manual balancing and reconciliation.

Once the monthly update is run, hardcopy error listings are generated and sent to the counties and providers.  Data extracts are also created, with copies going to SAMHSA and to DSCP’s Office of Analysis and Research. 

Currently, more than 1000 treatment providers submit data monthly, either directly or through their counties.  ITSD processes approximately 35,000 admission, discharge, correction and deletion transactions per month, and the SAS dataset contains a total of approximately 5 million records.

At one time, CTDS was a “flagship” system for DSCP and a model for other states to follow.  Unfortunately, that is no longer true.  While the system is extremely reliable and predictable, it is also perceived by executive management, as well as by staff, as being outmoded, too limited in its capabilities, and extremely labor-intensive to maintain.

CTDS is considered outmoded not only in terms of the technology it employs, but also in the limited range of data it collects.  At one time, collecting client demographics and treatment characteristics was considered to be sufficient.  Experts in the field are now stressing the need to collect treatment outcome data to determine the relative effectiveness of different treatment modalities in clients staying clean and sober after treatment ends.  In fact, SAMHSA plans to require states to begin collecting outcome measures within the next several years.

So the department knows that CTDS has reached (or is beyond) the end of its useful life and needs to be replaced very soon if the department is to be able to meet the expected timeframes for implementing the new federal reporting requirements.  

We will be focusing on the project to replace CTDS as the central theme in this case study.  However, to appreciate the challenges that will face this project, it is important to understand the overall background environment, particularly regarding the condition of DSCP’s other data systems: 

The Treatment Capacity System (TCS) was developed in 1992 to meet federal regulations, specifically Public Law 102 – 321: 45 CFR 96 which mandates the collection and reporting of treatment provider capacity and waiting list information as a condition of block grant funding.  The original system was developed in SAS by a former IT business analyst and has been only slightly modified in the years since.   Like CTDS, it is a batch processing application designed to run on a mainframe.  TCS begins with each treatment provider completing a monthly hardcopy summary report, and sending it to ITSD.  The reports are manually logged and batched, then input into a mainframe transaction file at the State Data Center using double key data entry to trap input errors.  Once all reports for a monthly cycle have been input, an ITSD computer technician runs a SAS program to edit the data. An error listing is generated which needs to be manually balanced and reconciled.  Records that error out are flagged and go into a suspense file, where they are reviewed by student assistants, who contact the treatment providers to correct the errors. The monthly update program is then run.  The entire process generally takes up to five months before the data for a given reporting month can be considered complete.  ITSD has discussed initiating a project within the next year or two – once CTODS is underway – to replace the current system with a web-based TCS that allows real-time data entry and editing; however, no specific date has been set yet.
The Fiscal Tracking and Accounting Systems (FTAS) is used for tracking treatment provider Drug Medi-Pay (DMP) claims and payments, and for counties to report their treatment costs to DSCP.  FTAS is primarily a Paradox-based database system, although the DMP portion of the database has been partially migrated to an Oracle database.  FTAS was originally developed in 1996 as a temporary or “bridging” application that needed to be implemented quickly to meet new state cost-reporting requirements.  However, like many so-called temporary solutions, it is a mission-critical application that is still in use, although the technologies employed are completely obsolete.  For example, the Paradox portion of FTAS requires DSCP to send a new cost-report template to 
counties via diskette twice a year when their funding allocations are updated.  In turn, the counties complete the cost-report information on the template and return the diskette to DSCP for processing.  Each semi-annual update requires a programmer to make coding changes, and each returned diskette requires a great deal of labor-intensive manual processing to reformat, move and synchronize the data with the master database. Additionally, FTAS is not fully compliant with the Health Insurance Portability and Accountability Act (HIPAA), and the department has received several audit exceptions for failing to make satisfactory progress in bringing FTAS into compliance.

The Automated Licensing System (ALS) was developed in 1994 to replace the former hardcopy filing system of provider licensing application and renewal records.  The ALS is a single-user system written in FoxPro, containing records on about 2500 treatment providers.  One of the clerical staff in the Licensing and Certification Division is responsible for all data input and hardcopy report generation.
In addition, there are several “master” provider file systems, of which the two primary ones are the Treatment Master Provider File (TMPF) and the Fiscal Master Provider File (FMPF).  Both of these systems run on a mainframe and were initiated by different business units in the early to mid 1990s.  As the name implies, one is used as a reference table by the treatment system applications (CTDS and TCS), while the other is used as a reference table for the fiscal system, FTAS. Although the data elements in each of these tables are not quite the same due to the different business needs, both contain exactly the same treatment providers.  These are “silo” systems that don’t talk to each other and which require a full time staff person just to ensure the same records are reflected the same in each MPF system and in the ALS.  

Several years, under the former executive directors, the department tried to merge the ALS, TMPF and FMPF into one client server-based enterprise system, but the project failed.  This failure was due in no small measure because the different business units could not come to an agreement as to a common design; each insisted on ownership and that the other business unit applications be subordinate to their own.  The current departmental administration plans to try again, but has not yet gone beyond the discussion stage nor set a date.
CASE SUMMARY
The Information Technology Services Division (ITSD) is also organized along functional lines and has a relative new Chief Information Officer, Amanda Macias, who is working on “maturing” ITSD.  She is replacing the current “ad hoc” approach to project management with a structured process, and has tightened up the division’s contracting and budgeting processes.  

ITSD faces some serious challenges.  While the division is adequately funded, it lacks “depth of bench” due to its small number of staff, and must rely heavily upon student assistants and consultants.  Almost all of its data systems are aging and/or obsolescent, and are extremely time-intensive to maintain.  Several of the systems are data “silos” which do not “talk to each other.  Its flagship system – the Client Treatment Data System (CTDS) – must be replaced in the near future to meet anticipated new federal National Outcome Measures (NOMS) reporting requirements.  In addition, the Fiscal Tracking and Accounting System (FTAS) has received audit exceptions for not being compliant with HIPAA requirements.  ITSD’s previous history of completing projects successfully has not been good, although the new CIO, Amanda Macias, is working vigorously to improve project management in the division.

We will focus in the following chapters around the replacement of the Client Treatment Data System.  But keep in mind the many challenges and changes facing the Department of Substance Control Programs, and as you’ll see in the chapters ahead, projects do not exist in a vacuum.  One thought to keep in mind throughout: project management is as much if not more about people as it is about processes.

CASE 2 QUESTIONS
1.  The initial attempt to “fast-track” this project was not successful.  What is some of the likely “fall-out” from this failed attempt that may impact the current project?  Could fast-tracking have been successful in a project of this scope?  Why or why not?

2.  In looking at the description of current systems, what conclusion(s) can you draw about the state of IT systems at DSCP?  What recommendations can you make?

3.  Do you think that ITSD currently has the staffing capability and resources to initiate the CTODS project?  Why or why not? Given the current IT staffing levels and skill sets, which parts of this project do you think can be done by incumbent staff and which should be contracted out?

4.  There is a statement that project management is as much if not more about people as it is about process.  What does that statement mean to you?   Do you agree or disagree with statement, and why? What knowledge and skill sets do you think are needed for a project manager to be successful? 

5.  Several years, under the former executive directors, the department tried to merge the ALS, TMPF and FMPF into one client server-based enterprise system, but the project failed.  Why?

CASE #1 – EXHIBITS

EXHIBIT 1:  DEPARTMENT OF SUBSTANCE CONTROL PROGRAMS FUNDING ALLOCATION (STATE AND FEDERAL)
	FUNDING SOURCE
	AMOUNT (in millions)

	STATE GENERAL FUND (SGF)
	

	Drug Medi-Pay (DMP)
	$79.2

	Non DMP
	$6.8

	Perinatal DMP
	$3.8

	Perinatal Non DMP
	$24.5

	Total SGF
	$114.3

	
	

	STATE DEPT CORRECTIONS
	

	Parolee Services
	$11.7

	
	

	FEDERAL SUBSTANCE ABUSE PREVENTION AND TREATMENT (SAPT) BLOCK GRANT
	

	Discretionary Funds
	$162.4

	Prevention
	$58.5

	HIV Treatment
	$13.5

	Perinatal Treatment
	$27.1

	Female Offender Treatment
	$0.6

	Special Projects
	$0.2

	Adolescent and Youth Treatment
	$7.3

	Drug Testing
	$8.6

	Total SAPT
	$278.2

	
	

	TOTAL FUNDING ALLOCATION
	$404.2


EXHIBIT #2A: DSCP INFORMATION SYSTEMS – CURRENT 

	Current System Name
	Acronym
	Description
	Year Created

	Automated Licensing System
	ALS
	Legacy single-user FoxPro database for creating and updating provider license records.  Approximately 2500 records  
	1994

	Client Treatment Data System
	CTDS
	Legacy system for client treatment records.  Maintained on batch mainframe at state data center.  Programs written in COBOL and data stored in SAS format. Providers submit monthly admission and discharge records through their county either in hardcopy or electronic format. Records contain client demographics and treatment data. Approximately 5 million records.
	1991

	Prevention Data System
	PDS
	Web-based system for counties to enter and update prevention activities, client counts and fiscal costs
	2002

	Treatment Master Provider File
	TMPF
	Legacy system for maintaining treatment provider records.  Recently migrated from mainframe system to Oracle table.
	1991

	Uniform Provider Data System
	UPDS
	Federal provider record system for which DSCP maintains state portion
	n/a

	Treatment Capacity System
	TCS
	Legacy mainframe system showing aggregate monthly treatment capacities and waiting list information for all providers
	1992

	Fiscal Tracking and Accounting Systems
	FTAS
	Legacy Paradox systems used for tracking county funding allocations, claims, payments and reimbursements. Systems are non-integrated and non HIPAA-compliant; being converted from diskette-based submissions to electronic file submissions.
	1996

	Fiscal Master Provider File
	FMPF
	Legacy system for maintaining Drug Medi-cal provider records.  Very similar to TMPF, but provider population is slightly different.
	1996


EXHIBIT #2B: DSCP INFORMATION SYSTEMS – PROPOSED
	Current System Name
	Acronym
	Description
	Status

	Enterprise Provider System
	 EPS
	Replace the legacy mainframe Automated Licensing System, Treatment Master Provider File and Fiscal Master Provider File with a client–server enterprise system  
	No date set

	Client Treatment Outcome Data System
	 CTODS
	Replace the legacy mainframe Client Treatment Data System with a greatly expanded data set built on a modern technology platform and that captures client treatment outcomes in addition to client demographics and treatment data. 
	Initial discussions held; project expected to be initiated this year. 

	Enterprise Fiscal Data System
	EFDS
	Replace the legacy Fiscal Tracking and Accounting systems with an integrated HIPAA-compliant system. 
	No date set

	Treatment Capacity System
	TCS
	 Replace current mainframe system with a web-based system that allows real-time data entry
	No date set, but 

project expected to be initiated within next 1-2 years


EXHIBIT 3:  ITSD ORGANIZATIONAL CHART
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EXHIBIT 4:  ITSD STAFF BY AGE 
	Age Category
	Managers
	Staff

	20-29
	0
	0

	30-39
	0
	4

	40-49
	0
	11

	50-59
	4
	8

	60-69
	0
	0

	Total
	4
	23


Note:  Does not include CIO or student assistants
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