Chapter 15  
Operational Performance Measurement: Indirect-Cost Variances and Resource-Capacity Management

[bookmark: _GoBack]Cases  

None included.   

Readings

15-1: “Using Enhanced Cost Models in Variance Analysis for Better Control and Decision Making,” by Kennard T. Wing, Management Accounting Quarterly (Winter 2000), pp. 1-9. 

This article points out that oversimplifications of fixed and variable costs can result in the standard costing system not being used or, if used, can lead to bad decisions. That is, misclassifications of cost behavior patterns make variance analyses “paper tigers.” For variance reporting to be useful, financial managers need to develop cost models that reflect how costs actually behave.

Discussion Questions

1.	Describe the implications for variance analysis of analyzing a semi-variable cost as either a variable or fixed cost.
2.	Describe the implications for variance analysis of analyzing a step-fixed cost as either a variable or fixed cost.
3.	Describe the implications on operating decisions of analyzing an operation with mixed costs as either a variable or fixed cost.


15-2: “Variance Analysis Refines Overhead Cost Control,” by J. C. Cooper and J. D. Suver, Healthcare Financial Management (February 1992). 

This article attempts to analyze the full costs of selected medical procedures using examples from a healthcare organization. A key feature of the analysis is how the overhead variances are handled, and in particular how to develop an understanding of the volume variance and how it affects profitability.  Standard costs are determined for a hypothetical “Procedure 101” and there is an illustration of how variances can be obtained and interpreted, given example actual results for the procedure over a year’s time.  The analysis shows the effect of volume changes on overhead recovery and on profit contribution.

Discussion Questions

1.	Based on the analysis in this article, what is the key driver of profitability in the discussion example?
2.	Explain how the two variances included in Exhibit 3 are developed and interpreted.
3.	Consider the example in Exhibit 4. Why are expenses improperly matched and reported income overstated?


15-3: “Overhead Control Implications of Activity Costing,” by Robert E. Malcom, Accounting Horizons (December 1991), pp. 69-78.

This articles shows limitations of the traditional treatment of standard cost overhead variances. Using a problem from a CMA exam the authors solved the problem both in a traditional format and again using ABC drivers.  Regression is used to identify the cost drivers, and a revised solution is derived.

Discussion Questions

1.	What are the limitations of traditional standard cost overhead analysis?
2.	How does the activity approach improve upon the traditional analysis of overhead cost variances?


15-4: “Using Theoretical Capacity to Eliminate Manipulation of Absorption Costing Income” by Parvez R. Sopariwala, Cost Management (September/October, 2007), pp. 40-47.
	
This article deals with the general issue of how reported earnings under absorption costing can be managed by varying production and by the method chosen to dispose of any end-of-period fixed overhead variance. Specifically, the author recommends that to remove all inventory-related incentives for earnings manipulation fixed overhead application rates for product-costing purposes should be determined using theoretical capacity. A concomitant benefit of this approach is the disclosure of the cost of idle (i.e., unused) capacity.  

Discussion Questions

1.	What is the primary managerial issue addressed by the author of this article?
2.	Contrast the “absorption costing” and “direct costing.” Why might accounting rule makers mandate in published financial statements the disclosure of pro forma results based on the latter?
3. 	What is the specific recommendation of the author for decreasing management’s ability to manipulate reported accounting income?
4. 	Explain what is meant by the “cost of idle or unused capacity”? How is this amount related to the recommendation reflected in item 3 above? 
5.	What practical difficulties might companies face were they attempting to implement the recommendation set forth in this article? 


15-5: “The Case for Resource Consumption Accounting” by Anton Van Der Merwe and David E. Keys, Strategic Finance (April 2002), pp. 1-6. 

This article provides an argument for the superiority of so-called Resource-Consumption Accounting (RCA) relative to both conventional costing systems and to activity-based cost (ABC) systems. The authors maintain that, conceptually, RCA is a combination of GPK and RCA systems, a point made in Chapter 15 of the text. 

Discussion Questions

1.	Describe in general terms what is meant by the term RCA.
2.	The authors suggest that RCA systems are based on “three pillars.” Provide an overview of each of these three elements of an RCA system.
3.	According to the authors of this article, how does RCA potentially improve upon ABC systems and activity-based budgeting (ABB) procedures? (Alternatively, describe what the authors mean when they use the term “activity-based resource planning” (ABRP).) 
4.	 Provide a brief overview of the steps needed to implement an ABRP system. 


15-6: “RCA at Clopay: Here’s Innovation in Management Accounting with Resource Consumption Accounting” by B. Douglas Clinton and Sally A. Webber, Strategic Finance (October 2004), pp. 21-26.  

This article begins with the premise that RCA systems provide more accurate cost information compared to both traditional cost systems and ABC systems. It then describes a pilot implementation of RCA at Clopay Plastics Company, located in Cincinnati, OH. 

Discussion Questions

1.	What distinguishes RCA from conventional or ABC systems?
2.	What factor, or factors, motivated Clopay Plastics Company to reexamine its cost-information system?
3.	What specific system-design choices were associated with the pilot implementation of RCA at Clopay Plastics? 
3.	What do the authors propose as the primary advantages of the RCA system piloted at the Augusta, KY plant of the Clopay Plastics Company?


 15-7: “Better Information through the Marriage of ABC and Traditional Standard Costing Techniques” by William W. Stammerjohan, Management Accounting Quarterly (Fall 2001), pp. 15-21.  

This article recommends extending traditional standard cost variance analysis for overhead to an ABC setting. As such, it attempts to provide a bridge between a traditional financial-control model (the use of standard costs, flexible budgets, and standard cost variance analysis) to a more contemporary setting: the use of activity-based cost (ABC) systems. 

Discussion Questions

1. The basic premise of this article is that traditional standard costing techniques, the determination of standard cost variances in particular, can be modified to provide relevant information in an activity-based costing (ABC) setting.
2. Provide an overview of traditional standard cost variance analysis for manufacturing (factory) overhead costs.
3. According to the author, what are the primary limitations of traditional standard overhead variance analysis?
4. What is the essence of the author’s recommended approach for amending traditional variance-analysis methods?
5. Explain the key role that set up (i.e., batch-level) costs play in the framework proposed by the author. 


15-8: “No Equivocating: Expense Those Idle Capacity Costs,” by Sid R. Ewer, Craig Keller, and Stevan K. Olson, Strategic Finance (June 2010), pp. 55-59. 

A few tiny words can sometimes have a big impact, especially when it comes to accounting standards. And it isn’t just when words are added—it can also be a big deal when they disappear. Some seemingly minor changes to SFAS No. 151may end equivocation when it comes to expensing the cost of idle capacity.

Discussion Questions

1. According to the article, what was the overall purpose of SFAS #151 (“Inventory Costs—An Amendment of ARB No. 43, Chapter 4”)?
2. What are the principal accounting changes associated with SFAS (i.e., in what respect does SFAS #151 amend ARB No. 43, Chapter 4)?
3. What examples of “abnormally low” production/output are provided in SFAS No. 151?
4. According to the authors of this article, what are fours ways of “ameliorating” the effects of SFAS No. 151 (in terms of the need to charge as current-period expense the ongoing costs related to abnormally low production or idle plant)?
15-9: “Idle Capacity Costs: It Isn’t Just the Expense,” by B. Bettinghaus, M. Debruine, and P. R. Sopariwala, Management Accounting Quarterly (Winter 2012), pp. 1-7.

SFAS No. 151 calls  for  manufacturing  firms to  report the abnormal  level of  unused  fixed  production costs as a  period  cost and  not  include these  costs  in inventory. The authors of this article find that normal idle capacity costs are quite large and relevant to investors. They also argue that these unused  fixed  costs are  made up  of  past,  current, and  future  cash  outlays, the  composition  of which should vary widely across  firms. Based on these observations, the authors argue that the current reporting standard does not go far enough. They propose a standard that requires  firms to  recognize the  expense  on the  income  statement and the  idle assets  on the  balance  sheet and to  include  disclosures detailing the breakdown  of the  expense  between  cash  flows and accruals.

Reading 15-9 can be thought of as a follow-up to Reading 15-8 by Ewer et al. (2010). 

Discussion Questions

1. How would you summarize the main arguments made by the authors of this article?
2. What evidence is offered by the authors that the disclosure of idle capacity costs is investor-relevant?
3. In general terms, increased disclosures recommended by the authors are outlined above in response to question #1. What are the specifics of the authors’ recommendations?


15-10: “A Guide to Integrating Revenue Management and Capacity Analysis,” by Ronald J. Huefner, Management Accounting Quarterly (Fall 2011), pp. 40-46. 

Companies of all sizes are limited by any number of constraints: capacity of their plants and other physical structures, distribution channels, rules and regulations, size and education of the workforce, and access to raw materials, to name a few. Yet it is often not the resources you have—but what your organization does with them—that can make the difference between barely profitable and booming. This article provides suggestions as how to make the most of your opportunities in this regard. 

Discussion Questions

1. What is meant by the term “revenue management” and how does this topic relate to the topics covered in Chapter 15 of the text?
2. What “contextual factors” does the author suggest as related to the importance and use of “revenue management” techniques? That is, what are the primary characteristics of organizations that have adopted revenue-management techniques?
3. According to the author, how can the CAM-I model be applied to the task of “revenue management”?
4. List some specific actions that could be taken by Sara to improve profitable revenue growth.
5. Finally, provide a brief overview of the other dimensions of “capacity” (i.e., beyond what is meant by “physical capacity”)

Reading 15-1: Using Enhanced Cost Models in Variance Analysis for Better Control and Decision-Making
by Kennard T. Wing, CMA
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Blocher, Stout, Juras, Cokins:  Cost Management, 6e                    15-1                ©The McGraw-Hill Companies, Inc., 2013
The budget and the analysis of variance between budget and actual are two of the most fundamental financial management tools. Yet in many organizations, these tools are “paper tigers” that can encourage or foster a lack of budget discipline. Managers who are called to account for their numbers in these organizations attack the budget variance report rather than going after the problems in their units. Their criticism might go something like this: “That report doesn’t take into account the fact that once we pass 100,000 units per month, our preventive maintenance expenses go up. It only looks like we spent too much this month. Following recommended PM schedules is a key to successful financial performance long term.” It sounds plausible. The result is that the managers are “off the hook” for their whole variance because no one knows how much of the budget variance for the month the increased maintenance activity should or actually does account for.
The reality is that the typical variance report is not particularly helpful even if managers want to use it to identify meaningful exceptions, which leads to a comment such as: “I can’t tell which of those line-item variances are just noise in the accounting system and which ones are something I should he doing something about.”
Worse still, bad decisions can result when managers do not understand the limitations of the reports. For example, someone might offer: “The report says labor is a variable cost. Volume’s down, so people ought to be laid off.”
Here’s the basic problem. Variance analysis is based on overly simplistic cost models in which every cost has to he treated as either fixed or variable. In the real world, however, many 
costs do not behave according to those idealized models, which means that managers can always legitimately point to shortcomings in the variance analysis. The reports either do not help them identify cost issues, or managers can use the limitations to reduce their own financial accountability.
Let’s take a simple example. XYZ Organization has a cost that is semi-variable. That is, the cost is fixed up to a certain level of volume and variable beyond that point. Suppose the cost is treated as fixed in the variance reporting system. When volume is high and the unit is over budget, the manager can indicate that the variance is from the increased volume (not controllable), the report is no good, and the cost is what it ought to be. Now suppose the cost is treated as variable. When volume is low and the unit is over budget, the manager can say that the variance is due to decreased volume (not controllable), the report is no good, and the cost is what it should be. It does not take too many of these experiences before the budget variance report carries little weight in the organization.
Does every cost need to be treated as fixed or variable? No. We have merely relied on what we were taught in Management Accounting 101 or on whatever capabilities were built into the reporting software we happened to have available. The time has come for financial managers to develop:

	Models of cost reflecting how costs actually behave, and
	Variance reporting using enhanced cost models.






	Sidebar: Using EXCEL to Calculate a Volume Variance with Semi-Variable Costs

	
	

	Let 
	BVOL be the address of the cell containing budgeted volume.

	
	AVOL be the address of the cell containing actual volume.

	
	BKPT be the address of the cell containing the breakpoint between fixed and variable.

	
	ICU be the address of the cell containing the budgeted (or standard) incremental cost per unit for volumes above the breakpoint.

	Then the volume variance is equal to the expression:
= (IF(BVOL>BKPT, BVOL, BKPT)–IF(AVOL>BKPT, AVOL, BKPT))* ICU
	BUDGET
	ACTUAL
	VARIANCE

	
	
	Unit Volume
	2,000
	2,100
	(100)

	A sample is shown at right. The 50 units above breakpoint should have cost $55 each, implying semi-variable costs should have been $2,750 higher than budgeted. This is our volume variance.
	
	Total Step-Fixed Costs
	$70,000
	$78,000
	$(8,000)

	
	
	
	
	
	

	
	
	Budgeted Incremental
	
	
	

	
	
	Unit Cost
	$55
	
	

	
	
	Breakpoint
	2,050
	
	

	
	
	
	
	
	

	
	
	Volume Variance
	
	
	$(2,750)

	
	
	Controllable Variance
	
	
	$(5,250)





I’ll explain how to handle variance calculations for semi-variable costs, for step-fixed costs, and for several situations where a shifting mix affects cost behavior. Developing other, more sophisticated cost models and variance reporting is an important direction for the management accounting and financial management profession that will lead to improved control and decision making.

CALCULATING VOLUME VARIANCE WITH SEMI-VARIABLE COSTS 
Let’s examine how to calculate volume variance with semi-variable costs. Semi-variable costs are fixed below a certain level of volume, called the breakpoint, and are variable above that level. As an example, consider the emergency department of a hospital with which I worked. The largest cost in the department was nursing labor. Because emergency departments must be ready to handle large increases in volume instantaneously, nurses are not sent home or reassigned when volume is low. The department is staffed at a level that is consistent with a wide range of volumes. Still, there is some level of patient volume at which staff must be added. Flexing up above the department’s core staffing level in either small or large increments can be handled by overtime, on-call staff and staff pulled from other units. These characteristics suggested that the semi-variable cost model would be appropriate for nursing labor in this department.
The question was: How much of the budget variance was due to uncontrollable changes in patient volume, and how much was attributable to factors the manager was supposed to control? To provide an answer, we need to decompose the budget variance into a volume variance and a controllable variance.
Because semi-variable costs act like fixed costs over part of the range of volume and like variable costs over the rest of the range of volume, the volume variance associated with semi-variable costs behaves similarly.

	In the fixed cost range, the volume variance is zero.
	In the variable cost range, the volume variance is the same as for a variable cost.

In total, there are four cases financial managers need to be concerned about, depending on how budgeted and actual volume compare to the breakpoint at which semi-variable costs change from fixed to variable:

Case 1. Budgeted and actual volumes are less than breakpoint. In this case, the department was 
budgeted to operate and actually operated in the fixed cost range. The volume variance is zero.


Sidebar: Calculating a Volume Variance with Step-Fixed Costs

Step-fixed costs are readily handled in Excel using the HLOOKUP function. Let VOL be the address of the cell containing unit volume for which a corresponding step-fixed cost is required. Let ARRAY be the range reference for a two-row section of the spreadsheet, the first row containing the list of unit volumes at which costs step up and the second row containing the amounts to which step-fixed costs are supposed to increase at those points. Then the expression =HLOOKUP(VOL, ARRAY, 2) will return the standard step-fixed cost corresponding to the unit volume at VOL. If AVOL is the address of the cell containing actual volume and BVOL is the address of the cell containing budgeted volume, then the volume variance is equal to the expression:

=HLOOKUP(BVOL, ARRAY, 2) – HLOOKUP(AVOL, ARRAY, 2). 

A sample is shown below. The additional 50 units above budget should not have led to any increase in cost, so the volume variance is zero.

	
	STEP-FIXED COST FUNCTION

	
	Volume
	o
	1,000
	2,000
	3,000

	
	Cost at that Volume
	$5,000
	$10,000
	$15,000
	$20,000

	
	
	
	
	
	

	
	
	BUDGET
	ACTUAL
	VARIANCE
	

	
	Unit Volume
	1,900
	1,950
	(50)
	

	
	Total Step-Fixed Costs
	$10,000
	$15,000
	$(5,000)
	

	
	
	
	
	
	

	
	Volume Variance
	
	
	$ —
	

	
	Controllable Variance
	
	
	$(5,000)
	




Case 2. Budgeted volume is less than breakpoint, and actual volume is greater than breakpoint. Cost is fixed between budgeted volume and the breakpoint. This means that the volume variance for this portion of the difference between budgeted and actual volume is zero. Between the breakpoint and actual volume, semi-variable costs act just like variable costs. Therefore, the volume variance for this portion is calculated the same as for a variable cost.
Case 3. Budgeted volume is greater than breakpoint, and actual volume is less than breakpoint. Between budgeted volume and the breakpoint, semi-variable costs behave just like variable costs. The result is that the volume variance for this portion of the difference between budgeted and actual volume is calculated the same way as a traditional volume variance. Cost is fixed between the breakpoint and actual volume, which means that the volume variance for this portion of the difference between budgeted and actual volume is zero.

Case 4. Budgeted and actual volumes are greater than breakpoint. In this case, the department was budgeted to operate, and actually did operate, in the variable cost range. Therefore, the volume variance is the same as for a variable cost.

See the sidebar “Using Excel to Calculate a Volume Variance with Semi-Variable Costs” to learn how to use an Excel spreadsheet for this calculation.

CALCULATING VOLUME VARIANCE WITH STEP-FIXED COSTS
In the step-fixed cost model, costs are fixed tip to a certain level of volume. Then the costs suddenly jump to a higher level of cost that is fixed over a range of volumes until another point is reached at which costs jump suddenly to a higher level, and so on. To calculate the volume variance, we need to know at what points costs jump up and to what levels they jump. The volume variance is merely what the cost is sup-posed to be at budgeted volume minus what the cost is supposed to be at actual volume.
See the sidebar above on “Calculating a Volume Variance with Step-Fixed Costs” for some calculations.

CALCULATING VOLUME VARIANCE FOR COST CENTER WITH MIXED COSTS
Most cost centers contain several kinds of costs, some of which are best modeled as:
	Variable;
	Fixed;
	Semi-variable; and
	Step-fixed.

The volume variance for the entire cost center is simply the sum of the volume variances for each of these four types. Obviously the volume variance associated with fixed costs is zero.
When different semi-variable costs have different breakpoints, variances may need to be calculated by line item and then totaled. If there are different step-fixed costs with different step-up points and amounts, it might be easier to calculate variances by line item and then sum as opposed to creating the aggregate step-fixed cost function required to treat them together.

CALCULATING A MIX VARIANCE
Let’s examine the calculation of a mix variance using the same hospital I mentioned before. In that hospital, the radiology department performed a significant variety of procedures that required quite different quantities of labor, materials, and equipment. The mix of procedures was not under the control of the department manager. The idea was to separate the budget variances attributable to procedure volume and procedure mix from those considered under the managers control.
	Mix variances have been calculated in other situations. For example, sales mix variances have been used to calculate the effect on a firm’s profitability of changes in the mix of products it sold. These variances are not relevant here because revenues are generally not available for individual procedures in hospital billing. Materials mix variances have also been applied in manufacturing to calculate the effect of using a mix of raw materials different from that specified in the standard. This is also unlike the hospital case, where a mix variance can exist even when every procedure is performed in accordance with standards. In any case, the mix variance developed is analogous to those two. Note that all costs in the radiology department were classified as either fixed or variable.
The total variable cost variance was decomposed into volume variance, mix variance, and unit variable cost variance. See sidebar below, “Calculating a Mix Variance.”


Sidebar: Calculating a Mix Variance

Let each row of the spreadsheet represent data for a different procedure. We’ll need columns for actual volume for each procedure, budgeted volumes for each procedure, and budgeted unit variable cost for each procedure. To calculate the mix index, create a column in which each cell is the product of that procedure’s actual volume and budgeted variable unit cost. Use the sum function to calculate the sum of all the values in the column you just created. The result is the mix index.
To calculate the flexible budget, create a column in which each cell is the product of that procedure’s budgeted volume and budgeted variable unit cost Use the sum function to calculate the sum of all the values in the column you just created. Multiply that sum by total actual volume and divide by total budgeted volume. The result is the flexible budget.
The volume variance is total budgeted variable costs minus the flexible budget. The mix variance is the flexible budget minus the mix index. The unit variable cost variance is the mix index minus actual variable costs.
A sample is shown below.

	PROCEDURE
	ACTUAL VOLUME
	BUDGETED VOLUME
	BUDGETED VARIABLE UNIT COST
	MIX INDEX
	BUDGETED VARIABLE COSTS
	FLEXIBLE BUDGET

	A
	200
	150
	$100
	$20,000
	$15,000
	

	B
	1,800
	2,000
	$35
	$63,000
	$70,000
	

	C
	2,700
	3,000
	$25
	$67,500
	$75,000
	

	Total
	4,700
	5,150
	
	$150,500
	$160,000 
	$146,019

	
	
	
	
	
	
	

	
	BUDGET
	ACTUAL
	VARIANCE
	
	
	

	Volume
	5,150
	4,700
	450
	
	
	

	Variable Costs
	$160,000
	$155,000
	$5,000
	
	
	

	
	
	
	
	
	
	

	Volume Variance
	
	
	$13,981
	
	
	

	Mix Variance
	
	
	$(4,481)
	
	
	

	Unit Cost Variance
	
	
	$(4,500)
	
	
	



Sidebar: Using Excel to Calculate a Mix Variance with Semi-Variable Costs

Let each row of the spreadsheet represent data for a particular visit type. We’ll need columns for actual volume for each visit type, budgeted volume for each visit type, and budgeted incremental cost per visit above the breakpoint for each visit type. Let SV be the address of the cell containing budgeted semi-variable costs below the breakpoint and BKPT be the address of the cell containing breakpoint volume.
First, calculate the mix index. Create a column in which each cell is the product of that visit type’s actual volume and budgeted incremental variable unit cost Use the sum function to calculate the total of the column you just created. Call the cell address of that total M. Call the cell address for total actual volume SUMA and the cell address for total budgeted volume SUMB. Then the following Excel expression is equivalent to the mix index: = IF(SUMA>BKPT, ((SUMA - BKPT)/SUMA)*M + SV, SV).
Next calculate the flexible budget. Create a column in which each cell is the product of that visit type’s budgeted volume and budgeted incremental variable unit cost. Use the sum function to calculate the total of the column you just created. Divide that total by SUMB. Call the cell address of the result F. Then the following Excel expression is equivalent to the flexible budget:
= IF (SUMA>BKPT, (SUMA – BKPT)*F + SV, SV).
The volume variance is budgeted semi-variable costs minus the flexible budget. The mix variance is the flexible budget minus the mix index. The unit cost variance is the mix index minus actual semi-variable costs.
An example is shown below.

	VISIT TYPE
	ACTUAL VOLUME
	BUDGETED VOLUME
	BUDGETED INCREMENTAL VARIABLE 
UNIT COST
	MIX INDEX
	BUDGETED VARIABLE COSTS
	FLEXIBLE BUDGET

	A
	200
	50
	$100
	$20,000
	$5,000
	

	B
	1,900
	1,925
	$35
	$66,500
	$67,375
	

	C
	2,950
	2,975
	$25
	$73,750
	$74,375
	

	Total
	5,050
	4,950
	$30
	$160.250
	$146,750
	$151,482

	
	
	
	
	$151,587
	
	

	Breakpoint Volume
	
	5,000
	
	
	
	

	Cost at Breakpoint
	
	$150,000
	
	
	
	

	
	
	
	
	
	
	

	
	BUDGET
	ACTUAL
	VARIANCE
	
	
	

	Volume
	4,950
	5,050
	—100
	
	
	

	Step-Fixed Costs
	$150,000
	$155,000
	$(5,000)
	
	
	

	
	
	
	
	
	
	

	Volume Variance
	
	
	$(1,482)
	
	
	

	Mix Variance
	
	
	 $( 104)
	
	
	

	Unit Cost Variance
	
	
	$(3,413)
	
	
	




Creating “what-if” budgets. The basic approach to calculating these variances is to create a pair of “what- if” budgets. Budgeted variable costs are based on budgeted unit volume, budgeted procedure mix, and budgeted unit cost for each procedure. Actual variable costs are based on actual volumes, actual procedure mix and actual but unknown unit costs for each procedure.
The first “what-if” budget is based on budgeted procedure mix, budgeted unit cost per procedure and actual volume. It is comparable to the flexible budget of traditional variance analysis. Because it uses the same values as total budgeted variable cost for procedure mix and unit costs, differing only in using actual instead of budgeted volume, the difference between budgeted variable cost and the flexible budget is the volume variance—how much variable costs should have differed from budget if the uncontrollable change in volume were the only change from budget that occurred.
The second “what-if” budget is called the mix index. It is based on actual procedure mix and actual volume but budgeted unit costs by procedure. As it differs from the flexible budget only in using actual mix rather than budgeted mix, the flexible budget minus the mix index is the impact of the shift in mix—how much costs should have differed from budget if only the mix had differed from budget.
The mix index differs from actual variable costs only in using budgeted unit costs instead of actual unit costs, so the mix index minus actual variable cost is the impact of departures from budgeted unit cost that usually are held to be controllable by the manager. The first time this mix variance was implemented, a problem developed in which the variances for individual months failed to sum to the variance as calculated on the year-to-date numbers. I investigated the problem to see under what conditions this would be the case. I concluded that as long as the budgeted mix was the same each month, the monthly variances would sum to the variance of the year-to-date. If the budgeted mix changes from month to month, then the monthly variances generally will not sum to the variance of the year- to-date. In that case, variances should he calculated from the individual months and then summed to create variances for aggregate time periods Although I have not investigated this, I suspect that analogous limitations would affect the sales mix and materials mix variances others have developed.

CALCULATING A MIX VARIANCE WITH SEMI-VARIABLE COSTS
The hospital’s emergency department also had a mix issue. That department dealt with even-thing from sore throats to cardiac arrests, and it classified all cases into 16 visit types. You would expect some costs to be higher if the visit mix shifted toward more serious cases, even if overall visit volume was flat. The severity of cases was beyond the department manager’s control. Unfortunately the mix variance developed above could not he applied directly to the emergency department because it assumed all costs could he classified as either fixed or variable. Thus, what the hospital needed was to extend the mix variance to cases including semi-variable costs.
For an example, see the sidebar on “Calculating a Mix Variance with Semi-Variable Costs.” The method is similar to the mix variance created above. We need to calculate two “what-if” budgets that will allow a comparison of numbers that differ in only one respect. As before, the flexible budget is based on actual volume, budgeted mix, and budgeted unit cost. The mix index is based on actual volume and actual mix, but budgeted unit cost. The volume variance is budgeted semi-satiable costs minus the flexible budget. Mix variance is the flexible budget minus the mix index. The unit cost variance is the mix index minus actual semi-variable costs.
The situation is more complicated because semi-variable costs force us to deal with multiple cases. Fortunately the calculations for volume variance with a mix are identical to the case with no mix. Two cases are presented as a result of the mix variance, although the first is trivial. When actual volume is less than or equal to the breakpoint, the mix variance is zero. The calculation is as shown in the sidebar when actual volume exceeds the breakpoint.
It may seem counterintuitive that there is no mix variance when actual volume is less than the break-point but budgeted volume is greater than the breakpoint. Here is the explanation: Mix is irrelevant below the breakpoint. For actual volume below the breakpoint, any mix should generate the fixed portion of cost. Therefore, the variance is due solely to the fact that volume is below breakpoint and has nothing to do with possible variations in mix.
The unit cost variance also presents us with two cases, depending on whether actual volume is above breakpoint. See the sidebar for calculations. Given the difficulties with the original mix variance, it seemed appropriate to investigate whether these variances calculated on a monthly basis would sum to the variance on the year-to-date numbers. The answer generally is no. If some periods are above breakpoint but others are below it, the variance calculation on the year-to-date numbers will be erroneous.
When there is a mix variance with semi-variable costs, variances should not be calculated on data for aggregate periods. Rather, variances for the shortest reporting period ought to be aggregated in order to report variances for longer periods.

CALCULATING MIX VARIANCES WITH STEP-FIXED COSTS
Under the standard step-fixed cost model, it is assumed that each unit of output makes a uniform demand on the step-fixed resource. Obviously there is no mix variance under that assumption. A mix variance is possible only when different kinds of output make different demands on a resource.
	For example, different diagnostic procedures might require different amounts of hours on a leased machine. Each machine is available for a fixed number of hours but may be augmented by additional leased machines. The method for calculating a mix variance for a step-fixed cost of this sort is shown in the sidebar below entitled, “Using Excel to Calculate Mix Variances with Step-Fixed Costs.” 
As before, a flexible budget is created based on actual volume, budgeted mix, and the budgeted step-fixed-cost function. Also created is a mix index based on actual volume, actual mix, and the budgeted step-fixed-cost function. The volume variance is budgeted step-fixed costs minus the flexible budget. The mix variance is the flexible budget minus the mix index.
There is an additional wrinkle for this type of cost. Actual step-fixed costs could differ from the mix index for either of the following reasons:





Sidebar: Using Excel to Calculate Mix Variances with Step-Fixed Costs

Let each row of the spreadsheet represent data for a particular procedure type. We’ll need columns for actual volume for each procedure type, budgeted volume for each procedure type, and budgeted or standard unit consumption by each procedure type of the step-fixed resource. Let AC be the address of the cell containing actual consumption of the step-fixed resource. Let ARRAY be the range reference for a two-row section of the spreadsheet the first row containing the level of resource consumption at which costs step up, and the second row containing the amounts to which step-fixed costs are supposed to increase at those points.
First calculate the mix index. Create a column in the spreadsheet in which each cell is the product of that procedure’s actual volume and budgeted hours per procedure. Use the sum function to calculate the total of the column you just created. Call the cell address of that total M. Then the mix index is calculated by the following Excel expression: =HLOOKLUP(M, ARRAY, 2).
Next calculate the flexible budget. Create a column in which each cell is the product of that procedure’s budgeted volume and budgeted hours per procedure. Use the sum function to total the column you just created. Call the cell address of that total BC. Call the cell address of total actual volume SUMA and of total budgeted volume SUMB. Then the flexible budget is calculated by the following Excel expression: =HLOOKUP(SUMA*BC/SUMB, ARRAY, 2).
Now calculate the consumption index. It is simply the expression =HLOOKUP(AC, ARRAY, 2).
The volume variance is budgeted step-fixed costs minus the flexible budget. The mix variance is the flexible budget minus the mix index. The unit consumption variance is the mix index minus the consumption index. The price variance is the consumption index minus actual step-fixed costs.
An example is shown below.

STEP-FIXED COST FUNCTION
	Hours per Month
	0
	240
	480
	720

	Cost at that Volume
	$5,000
	$10,000
	$15,000
	$20,000



	PROCEDURE
	ACTUAL VOLUME
	BUDGETED VOLUME
	HOURS PER PROCEDURE
	MIX 
INDEX
	FLEXIBLE BUDGET
	CONSUMPTION INDEX

	A
	50
	15
	1.0
	50
	15
	

	B
	275
	200
	0.5
	138
	100
	

	C
	320
	300
	0.2
	64
	60
	

	
	
	
	
	
	
	

	Total
	645
	515
	
	252
	175
	

	
	
	
	
	$10,000
	$5,000
	

	Total Hours Used
	270
	
	
	
	
	$10,000

	
	
	
	
	
	
	

	
	BUDGET
	ACTUAL
	VARIANCE
	
	
	

	Volume
	515
	645
	-130
	
	
	

	Step-Fixed Costs
	$5,000
	$12,000
	$(7,000)
	
	
	

	Volume Variance
	
	
	$ —
	
	
	

	Mix Variance
	
	
	$(5,000)
	
	
	

	Unit Consumption Variance
	
	$ —
	
	
	

	Price Variance
	
	
	$(2,000)
	
	
	





	Too much of the step-fixed resource was used for the amount of volume, or
	The proper amount was used, but the price was too high.

To separate out these two causes, calculate another “what-if” budget called the consumption index, which is based on actual consumption of the step-fixed resource and the budgeted step-fixed-cost function. The cost of using more of the step-fixed resource than budget or standard would be the mix index less the consumption index. Because these two “what-if” budgets differ only in that the mix index is based on the use of budgeted or standard amounts of the resource per unit of output, while the consumption index is based on the actual amount of the resource used per unit of output, the difference between them isolates the effect of consuming more of the step-fixed resource per unit of output than called for in the budget or standard. Call this the unit consumption variance.
The other element can be called the price variance. It is calculated by taking the consumption index minus actual step-fixed costs. As both are based on actual use of the step-fixed resource, they differ only in how much cost that use generates. Thus, this expression isolates the variance due to the price of the resource.
Again, we investigated whether variances in step-fixed costs can be calculated on data from aggregate time periods or if variances for aggregate time periods must be calculated by summing variances from the shortest reporting periods. Consider this: The cost associated with leasing a single machine month after month is likely to be much different from the cost of leasing multiple machines for a single month. Here is the impact of this difference: When calculating variances where there are both a mix variance and step-fixed costs, it is a mistake to calculate variances directly on data for aggregate time periods. Variances should be calculated on the shortest reporting period and summed to get variances for aggregate time periods.

CALCULATING VARIANCES FOR DEPARTMENTS WITH MIXED COSTS
I limited my analysis to semi-variable costs or step-fixed costs. In reality departments have a mix of costs. As long as all costs in a department are classified as one kind or another, the department’s total budget variance will be equal to the sum of the variances of each different kind of cost. In some cases, multiple costs can be lumped together when their cost behavior is similar. When different semi-variable costs have different breakpoints, separate variance analyses will have to be run for different costs. For step-fixed costs, it is probably both easier and more useful to aggregate line-item variances than to create the aggregate cost function needed to calculate variances on aggregated costs. Obviously, the effort and cost involved in developing these analyses must be weighed against the materiality of the costs and the likely benefit of the better information.

APPLYING THE METHODS
I have shown how to decompose budget variances for several cost models more sophisticated than the traditional cases of fixed and variable costs. While the methods I reported grew out of work in the healthcare field, they have wider applicability in other industries.
Calling a cost semi-variable instead of fixed may seem like a small matter. Such is not the case. A large healthcare system, for example, decided to classify all costs as variable. When volume dropped, it laid off more than 1,000 people, and the workload of most of them had no direct relation to patient volume. The result was that morale of the survivors plummeted, and within a year the system was scrambling to replace not only those it had let go, but many others who had quit.
The point is, the accounting systems we design and implement really do affect management decisions in significant ways. A system built on a bad model of the business will either not be used or, if used, will lead to bad decisions. The assumed behavior of a cost— whether fixed, variable, semi-variable, step-fixed, or something else—is a basic assumption affecting any kind of planning, financial analysis, or control. The stakes today are high. We can no longer afford the over-simplification of fixed and variable. Significant costs must be modeled more accurately in order for management accounting systems to better support executive deliberation and decision making. The extensions of variance analysis developed here are merely a first step along that road. 

Kennard T Wing, CMA, is a project director at the OMG Center for Collaborative Learning in Philadelphia, Pa., where he heads the practice that helps nonprofit and public sector organizations build their capacity for financial and performance management. Yon can reach him at Ken@omgcenter.org or (215) 732-2200.




Reading 15-2: Variance Analysis Refines Overhead Cost Control


BY JEAN C. COOPER, PhD, CPA, AND 
JAMES D. SUVER, FHFMA, DBA
Many healthcare organizations may not fully realize the benefits of standard cost accounting techniques because they fail to routinely report volume variances in their internal reports. If overhead allocation is routinely reported on internal reports, managers can determine whether billing remains current or lost charges occur. Healthcare organizations’ use of standard costing techniques can lead to more realistic performance measurements and information system improvements that alert management to losses from unrecovered overhead in time for corrective action.
Because of current cost reduction pressures from healthcare payers, healthcare decision makers need better cost information for performance measurement, pricing decisions, and management of activities. Like other service organizations, many healthcare facilities have adapted cost accounting systems and techniques developed for the manufacturing sector—such as standard costing and variance analysis—to generate necessary information. But healthcare managers may not realize all potential benefits from variance analysis.

Because of high fixed and indirect costs, estimated at 80 to 85 percent of total costs in most healthcare organizations, overhead control is challenging to healthcare managers.[footnoteRef:1]1 Standard cost systems, such as overhead volume variance, can aid overhead cost control because they are based on predetermined measures of resource consumption. These measures help managers control operations and evaluate performance by giving them standards with which to compare actual results.2 [1: 9Overhead costs in this article are defined as all general and administrative expenses. General expenses include indirect patient care costs and all direct patient care costs which are fixed in nature, such as equipment and personnel or salaries.
10Adapted from Fundamentals of Management Accounting by Anthony, Weber and Reece, 4th ed. (Richard D. Irwin, 1985), Problem 9-32, pp. 346–347.] 

PRICING DECISIONS
For effective management of pricing and budgeting decisions, full costs per unit must be determined in advance of providing a service. Determining a service’s variable cost component is fairly straightforward because facilities use variable costs directly in the pricing process and can estimate them accordingly.

Most healthcare providers, however, have relatively few true variable costs—costs that vary directly with changes in volume of input or output. Although only fee-for-service and material-related costs such as food and inpatient supplies meet this definition, many healthcare providers treat nursing or other clinical labor costs as variable costs. But unless staff members are paid fee-for-service, their labor is not a true variable cost.

Since most caregivers are salaried, their pay does not change automatically with patient volume. Only their time allocation between patient and nonpatient activities will change as patient volume changes. To change total costs, administrators must decide to increase or decrease staff.

As a result, fixed costs present a more challenging pricing problem. A healthcare organization must estimate the total amount of fixed cost and the volume used as an allocation base. Because most organizations provide several products or services, using a common surrogate, such as labor hours, can be problematic. For example, when the amount of nursing time for a specific diagnosis related group (DRG) already is being recorded, it may be expedient to use nursing hours to allocate direct and indirect overhead costs. If more nursing hours are used than planned, more overhead would be allocated even if total overhead costs were not increased. This apparent change in overhead costs must be recognized in pricing and control decisions.
Estimated per-unit costs are unique, however, to the specific level of estimated fixed costs and the specific volume of estimated output. Whether fixed costs are direct fixed costs in a 

department or indirect fixed costs of general administration, both must be recovered through pricing.

	Exhibit 1 presents standard costs for a healthcare procedure. The per-unit costs ($127) and desired profit margin (10 percent or $12.70) and desired profit margin (10 percent or $12.70) could be used to evaluate offers discounted from the full charge of $164.35. Standard costs also can provide useful planning data for budgeting and control purposes. 
EXHIBIT 1 STANDARDS FOR ABDOMINAL SCAN PROCEDURE 101

Variable costs

Labor (1/2 hour at $12.00)
$  6.00
Materials (7 scans at $3.00 per scan)
21.00
Fixed costs

Overhead A (direct and indirect)
100.00
Total cost per procedure
$127.00
Profit margin B (10% of total cost)
12.70
Charge for procedure 101 before deductions
$139.70
Deductions from revenue C
$24.65
Charge to be established
$164.35
Estimated number of procedures to be completed
50,000
a. The per-unit overhead costs are determined in the following manner:

Estimated total overhead costs
$5,000,000
Estimated number of labor hours for next

accounting period (50,000 procedures × 0.5 hours)
25,000
Overhead rate per labor hour

($5,000,000/25,000 labor hours)
$200
Overhead rate for procedure 101 per labor hour

(0.5 × $200)
$100
b. The profit margin in this organization is determined by a 10% markup on full cost.
Note: The flexible budget equation for procedure 101 would be:

Total costs = $5,000,000 + ($27.00 × quantity of procedures)

c. Deductions from revenue for uncompensated care are estimated at 15% of charges.



A hospital department could develop an income statement to estimate the next month’s profit for a certain procedure, assuming a forecast of 50,000 procedures. This income data also would determine the department’s budget:EXHIBIT 1
STANDARDS FOR ABDOMINAL SCAN PROCEDURE 101

Variable costs

Labor (1/2 hour at $12.00)
$  6.00
Materials (7 scans at $3.00 per scan)
21.00
Fixed costs

Overhead A (direct and indirect)
100.00
Total cost per procedure
$127.00
Profit margin B (10% of total cost)
12.70
Charge for procedure 101 before deductions
$139.70
Deductions from revenue C
$24.65
Charge to be established
$164.35
Estimated number of procedures to be completed
50,000
a. The per-unit overhead costs are determined in the following manner:

Estimated total overhead costs
$5,000,000
Estimated number of labor hours for next

accounting period (50,000 procedures x 0.5 hours)
25,000
Overhead rate per labor hour

($5,000,000/25,000 labor hours)
$200
Overhead rate for procedure 101 per labor hour

(0.5 x $200)
$100

b. The profit margin in this organization is determined by a 10% markup on full cost.
Note: The flexible budget equation for procedure 101 would be:

Total costs=$5,000,000 + ($27.00 × quantity of procedures)





	Gross revenues (50,000 × $164.35)
	=
	$8,217,500

	Allowances for uncompensated care

	(50,000 × $24.65)
	=
	  1,232,500

	Net revenues (50,000 × $139.70)
	=
	  6,985,000

	Expenses: Standard cost of services 

	(50,000 × $127.00)
	=
	  6,350,000

	Projected profit margin (10% of total cost)
	=
	$   635,000



Projected profit of Procedure 101 for the next accounting period would be $635,000, assuming that: 50,000 procedures will be completed during the month and capacity in the department is sufficient to accomplish this level without additional costs (such as overtime) being incurred:

All 50,000 procedures will be billed at the stated charge of $164.35 and allowances will equal 15 percent of charges;
All cost figures (such as salary costs) occur as planned; and
The organization achieves all productivity measures (0.5 labor hours per test).
If any assumption is incorrect, a variance from planned profit will occur. Administrators then must determine whether variance was controllable and by whom.

PERFORMANCE MEASUREMENT
If the results for Procedure 101 were achieved as shown in Exhibit 2, the 49,000 procedures actually performed would be expected to provide $622,300 in profits ($12.70 × 49,000). The actual profit ($522,300), however, is $100,000 less than the expected profit ($622,300) and $112,700 less than the projected profit in the original budget ($635,000).

	To evaluate the actual results for Procedure 101, a variance analysis report (Exhibit 3) could be constructed from the data in Exhibit 1 and 2 to explain the difference in profits. A profit of $12.70 is lost on each of the 1,000 procedures not completed. In addition, the $5,000,000 in overhead is not fully allocated to the 49,000 procedures actually billed. Because the overhead rate of $100 assumes that 50,000 procedures will be performed ($5,000,000/ 50,000), completing only 49,000 procedures results in an under-recovery of $100,000 ($100 × 1000) in overhead never billed to clients.


	EXHIBIT 2 ACTUAL RESULTS FOR PROCEDURE 101

	Standards:
	
	

	Procedures planned
	   50,000
	

	Planned profit (50,000 × $12.70)
	$635,000
	

	Standard charge per procedure
	
	$164.35

	Standard costs per procedure
	
	127.00

	Standard profit per procedure
	
	12.70

	Standard discount from charges
	
	24.65

	Actuals:
	
	

	Procedures completed
	   49,000
	

	Gross revenues (49,000 × $164.35)
	
	$8,053,150

	Discounts (49,000 × $24.65)
	
	1,207,850

	Net revenues (49,000 × $139.70)
	
	6,845,300

	Actual labor and material costs (49,000 × $27.00)
	
	1,323,000

	Actual overhead
	
	5,000,000

	Actual profit
	
	$  522,300

	Variance between planned and actual profit for 49,000 procedures:
	
	

	Expected profit (49,000 × $12.70)
	$522,300
	

	Actual profit
	  522,300
	

	Variance
	$100,000 under-recovery




Failure to achieve the planned volume used in developing the overhead allocation for pricing always will result in an under-recovery of overhead costs. Each examination not completed results in a loss of $100 in fixed overhead recovery in addition to the loss of $12.70 in profit margin.
Because the planned and actual overhead totals were the same ($5,000,000), no overhead variance would show on the income statement. The charge for a procedure was established using the planned volume ($5,000,000 ÷ 50,000 or $100), but the actual rate for 49,000 procedures would be $5,000,000 ÷ 49,000 or $102. The difference results in an under-recovery of overhead. Unless a manager is aware of potential under-recovery of overhead, corrective action such as an increase in charges or a reduction in actual overhead expenses will not be taken in time to alleviate the shortfall in profit.
In this example, timely identification of the volume decrease of 1,000 could have led to a recovery of the $100,000 loss through overhead cost reductions or price increases. Managers can always estimate the amount of overhead that will be over- or under-recovered by multiplying the planned overhead rate by the forecasted difference between the planned volume used to establish the rate and the actual volume estimated to be billed.
	Effective performance evaluation requires differentiation of costs controllable by managers from those heavily influenced by external events. Most healthcare administrators and managers are not able to control volume of services or even prices set under prospective reimbursement agreements. Physicians admit patients and order services. Only when lost volume is due to capacity constraints can management be held responsible. Assigning responsibility and planning dollar implications before a contract is signed are the keys to successful contracting. Penalty clauses for not achieving volume and incentives for overachieving need to be negotiated with managed care organizations.
One way to prevent under-recovery of overhead is to stipulate contractually that HMOs will pay the fixed costs per day for each patient day not delivered and only the variable costs per day for each patient day in excess of the agreed on volume. Because variable costs per patient day are lower than fixed costs per patient day, HMOs have an economic incentive to deliver more than the negotiated total, limited, of course, by the provider’s current capacity.
Focusing on the bottom line without fully understanding why variances occur can lead to dysfunctional decision making. A flexible budget, as shown in Exhibit 3, separates the profit expected under the planned volume from the profit variance caused by under-recovery of fixed overhead. Due to their high fixed costs, healthcare providers are particularly vulnerable to overhead under-recovery.

MANAGEMENT CONTROL
Some managers eliminate overhead volume variances by treating overhead as a period expense and not allocating it to individual outputs as done above. Because direct expensing of overhead eliminates the potential for volume variances, it also eliminates two powerful management tools: identifying impacts of fixed overhead on per unit prices, and monitoring recovery of overhead expenses to determine if and when fixed expenses should be reduced.

A standard cost system that allocates fixed cost on a per unit basis provides information on the amount of fixed costs over- or under-recovered with volume changes. By monitoring changes between actual and planned (standard) volume, managers can make necessary changes in 
budgeted fixed costs as required. Volume
	
EXHIBIT 3 VARIANCE ANALYSIS FOR PROCEDURE 101

	
	Projected budget
(50,000 procedures)   (49,000 procedures)
	Variances

	Gross revenue
	$8,217,500
	$8,053,150
	 $164,350 Unfavorable

	Discount
	1,232,500
	 1,207,850
	    24,650 Favorable

	Net Revenues
	6,985,000
	 6,845,300
	   139,700 Unfavorable

	CostsA
	6,350,000
	 6,323,000
	    27,000 Favorable

	Profit
	$  635,000
	$  522,300
	   $112,700 Unfavorable

	Volume varianceB
	
	$  100,000 Unfavorable
	=$100,000 Unfavorable

	Profit margin varianceC
	
	
	=$_12,700 Unfavorable

	Net variance
	
	
	   $112,700 

Unfavorable

	
A. Based on flexible budget costs of $5,000,000 fixed costs + $27 variable costs per procedure.
B. 50,000 procedures were used to determine $100 overhead rate. 1,000 shortfall in procedures × $100 overhead rate per procedure = $100,000 of fixed overhead costs not recovered through billing process.
C. Profit margin lost due to reduced volume. 1,000 reduction in procedures × $12.70 profit per procedure = $12,700 reduction in profit.




shortfalls are also critical to other management decisions such as cash-flow planning, hiring, and strategic planning. Effective management control requires understanding how volume changes help achieve planned levels of performance and profits.

HIDDEN INVENTORY
Many healthcare organizations do not report work in process or finished goods inventories in their financial statements, implicitly assuming that all services provided by various cost centers have been entered in the billing system for accounting purposes. However, anecdotal evidence indicates that most clinical departments do not carry interim in-process charges, such as estimating inpatient charges for patients not yet discharged, on year-end financial statements.
The quantity of services provided by various cost centers can differ from the quantity reported in revenue accounts and recognized in accounting statements because of the normal time lag required to complete billing. For example, services (such as radiology, laboratory, and surgical procedures) provided to hospital inpatients usually are not billed until the entire procedure is finished.
Also, work completed at the end of a day typically is not forwarded to the accounting system immediately because patient care has highest priority, while billing comes later. (Time lag does not exist for expense accounts, which usually are recorded promptly.) Lost charges tend to increase when output and billing are not monitored.
Many overhead expenses are incurred as functions of time passing rather than patient volume. For example, most salaried employees insist on being paid without waiting for patient or client billing to be completed or cash received. If revenues and costs are to be monitored by departments, and if a matching of revenues and expenses is to occur, some type of cost system must be implemented to measure output that is in process or completed but not billed.
In manufacturing, unbilled activities are captured in work-in-process and finished goods inventories. As noted above, most healthcare providers do not maintain this type of formal inventory account. As a result, a “hidden inventory” of unbilled output can exist, distorting financial statements and information for management decisions.
For example, Exhibit 4 presents data for a healthcare organization providing routine physical examinations including EKG and blood tests. Three hundred and ten examinations are billed on the income statement for the current period:

	Revenues
	
	

	(310 exams × $80)
	
	$24,800

	Expenses: standard cost of service billed
	
	

	310 × $52.00
	$16,120
	

	Volume variance
	800
	

	Administrative expenses
	$2,000
	18,920

	Net profit
	
	$ 5,880


	The 460 examinations completed in the reporting period are used in calculating the volume variance for the department. The shortfall of 40 exams (500 planned − 460 actual) times the overhead rate of $20 equals the $800 volume variance reported.

Management is concerned because the profit at 310 exams should be $2,880 as determined below:

	Revenues 310 × $80
	
	$24,800

	Expenses
	
	

	Variable 310 × $32.00
	$9,920
	

	Fixed
	$12,000
	

	Total expenses
	
	21,920

	Expected profit
	
	$ 2,800



The $800 unfavorable volume variance explains why the reported profit ($5,800) is $3,000 greater than planned ($2,800).

While only 310 examinations were billed, the reported volume variance indicates that 460 were completed. Accordingly, 150 examinations (460 − 310) were completed by the laboratory but not yet billed.

Whether the paper work is still in the laboratory or has been lost (intentionally or unintentionally), revenues and expenses are improperly matched and reported income is overstated.



EXHIBIT 4: STANDARDS FOR ROUTINE PHYSICAL EXAM

Standard charge per examA
$      80.00
Standard costs for the laboratories:

Supplies per exam
$        8.00
Labor per exam
6.00
Variable laboratory overhead
18.00
Fixed laboratory overhead per monthB
10,000.00
Fixed general administrative expenses per monthC
2,000.00
Planned volume of exams per month
500
Standard unit cost per exam:

Supplies
$        8.00
Labor
6.00
Variable overhead
18.00
Total variable cost per exam
32.00
Lab overhead costs D
20.00
Standard full cost per exam
$    52.00
Standard profit per exam: $80 – $52 = $28


A. All patients pay charges for this exam. There are no uncompensated care accounts.
B. Fixed laboratory overhead is considered a product cost and allocated to individual products for control purposes.
C. Fixed administrative costs are treated as a period cost and not allocated to individual exams.
D. The per-unit fixed overhead cost is determined in the following manner: $10,000 lab overhead cost divided by the 500 	exams estimated to be completed for the month = $20 lab overhead per exam.


Performance evaluation is difficult to assess if only the bottom line is stressed and actual output measures are not available. A reconciliation can be determined in the following manner:

	Expected net profit
	$2,880

	Actual reported profit
	 5,880

	Unbilled overhead (150 exams × 
$20 fixed overhead)
	$3,000

	Actual net profit
	$2,880



The difference between examinations completed and examinations billed (460 − 310 = 150) times laboratory overhead costs per examination ($20) equals the $3,000 profit overstatement. If only 310 examinations had been completed, the volume variance would have been $3,800 instead of $800 and profit would have been as planned. Most managers like to report a higher level of productivity for their performance evaluation. Unless performance reports are matched with financial reports, unbilled charges will not be known.

In-process inventories exist in healthcare organizations whenever completed services are not billed. Standard cost accounting allows administrators to monitor both production and billing. Reporting unbilled services on internal financial statements or management reports draws attention to potential problems. Accounts similar to work-in-process and finished goods inventories for external reporting can be used to properly match revenues and expenses and provide more appropriate data for cost management and performance evaluation.





Reading 15-3: Overhead Control Implications of Activity Costing
By Robert E. Malcom


Management accountants’ “overhead control” analysis has historically been a contradiction in terms. We have understood for some time that traditional overhead analysis gave us no really useful control information. Recent research on cost drivers for activity based product cost determination has given us a new perspective on overhead control.1 In addition to overhead pools being too aggregated and allocation of overhead being based on a single, probably irrelevant base, variance formulas are also being misapplied. As a result, accounting performance reports may signal that no deeper investigation is needed when one is warranted or indicate that consumption is a problem when price changes are to blame, etc.
The objective of this article is to assist in changing accounting practice, management education, and the professional examinations away from traditional overhead analysis and toward cost driver based flexible budgets. At best, any time being spent on the usual meaningless reports is a waste and should be avoided. Additionally, the credibility of other accounting reports may suffer by being tarred with the same brush. At worst, any managers relying on current reports may be misled into costly, incorrect decisions.

THE PROBLEM

Garrison’s Managerial Accounting, a leading text in the field, contains the following typical treatment. “The variable portion of manufacturing overhead can be analyzed and controlled using the same basic variance formulas that are used in analyzing direct materials and direct labor.”2 As is common, the results are labeled Spending Variance and Efficiency Variance. Garrison then notes, “Most firms consider the overhead spending variance to be highly useful..., feeling that the information it yields is sufficient for overhead cost control.”3 Garrison does warn, as do most other authors, that “...efficiency variance is a misnomer” as efficiencies are “... not in the use of overhead but rather in the use of the base itself.”4 The efficiency variance simply tells the overhead effect of the difference between planned labor use and actual labor use. In a similar vein, Horngren and Foster say, “The spending variance is really a composite of price and other factors….For this reason, most practitioners used the term ‘spending’ variance rather than merely ‘price variance.”’5 As will be demonstrated later with a case problem, faith in the spending variance to provide useful information can be very misplaced. If it can be demonstrated that the traditional spending variance is potentially misleading, and if we can agree that the efficiency variance is really just a reconciling item between absorbed overhead and budgeted overhead, why do we put ourselves through these analyses?

INDUSTRIAL PRACTICE

The traditional overhead analysis method—calculation of spending and efficiency variances—is a common procedure of major American manufacturers. Surveys of overhead accounting practices of Fortune 500 Industrial Companies from about a decade ago found that virtually all firms using standard costing computed summary overhead variances. It was also found that the number of firms using both spending and efficiency variances exceeded those using just a spending variance.6

In a broader based survey reported in 1990 at the American Accounting Association annual meeting, Emore and Ness reported, “cost information...has not progressed very far over the past few years, [....despite...] considerable literary attention…. …[M]ost companies are still using the same labor-focused costing systems that have characterized U.S. industry since the early 1900s…. Even though direct labor accounts for less than 10 percent of production costs for the majority of firms responding, alternative bases for attaching indirect manufacturing costs to products (e.g., machine hours, material value, cycle time, etc.) were being used by fewer than 25 percent of the companies....The majority of firms do not break down overhead into its major component cost elements. Sixty-five percent….maintain five or fewer manufacturing cost elements in their product cost buildups [including materials and labor].... [M]any companies placed greater weight on the computational accuracy of their cost systems than their conceptual integrity.”7

PROFESSIONAL EXAMINATIONS
As would be expected, standard costing problems have been an important part of the Certified Management Accountant examination since its inception. Problems with an emphasis on overhead spending and efficiency variances have continued through 1990 (the latest available at the time of writing).8 Such problems occur less often on the Certified Public Accountant examinations, but at least two occurred through the 1980s.9 Such findings should be expected based on usage in practice.

EDUCATION

Emphasis on overhead variances in the classroom is more difficult to detect. Norvin et al. recently synthesized surveys regarding the cost/managerial accounting curriculum. In all four of the synthesized surveys from the 1980s, standard costing/variance analysis was included in the top ten of the most important topics to be covered. 10
Textbooks being published in the 90s continue to accommodate this preference. In an ad hoc sampling of numerous basic cost/managerial texts oriented toward the undergraduate accounting major, all incorporated the spending and efficiency overhead variances with their standard costing presentations. It is interesting however that Usry and Hammer, another widely used text (in addition to Garrison and Horngren and Foster cited above), has additionally an especially rich development of flexible budget detail articulated into its presentation of standard costing processes.”
Most interestingly, a survey in final stages by Bayou reveals that less than two percent of AAA academics teaching cost and/or managerial accounting object to these variances. Bayou’s survey was focused toward obtaining terminology preferences. The study produced 600 responses, a rather remarkable 40 percent response rate. He found that 23.5 percent preferred “Price Variance,” 74.8 percent preferred “Spending Variance,” and a mere 1.6 percent objected to the calculation of variable overhead variances (including a few with strong comments).12

A CASE DEMONSTRATION
The deficiencies involved in current overhead control techniques are difficult to convey in abstract terms. A case demonstration is therefore provided. As noted earlier, equivalent CMA examination problems on overhead variances have continued through 1990.
However, a June 1983 CMA problem is unusually rich in detail and was selected for demonstration analysis here.13 (This problem also appears in Horngren and Foster with the CMA recommended solution.14) Relevant data are given in Exhibit 1.

The requirements of the problem include the calculation of variable overhead spending and efficiency variances. Two components make up variable overhead, indirect labor and supplies, but as is typical, only a summary analysis is required. Indeed, in most professional examination and text problems, only the summary data are provided. The published solution is given in Exhibit 2, although in a format to emphasize the generic price and quantity variance formulas and to extend the analysis to the two components.

GENERIC EQUIVALENCES
As shown in Exhibit 2, the spending variance calculation is generically equivalent to the price variance for materials and labor. A difference in prices (standard and actual overhead rates in this case) is multiplied by an implicit “actual” base quantity. Here the analogy to labor and material price variance begins to break down, because the assumed actual is a very arbitrary base. As is common in most traditional systems, the arbitrary base here is direct labor. The actual overhead exceeds the calculated standard overhead and the calculation suggests an unfavorable variable overhead spending variance of $150.
The efficiency variance is calculated as the difference between the actual and expected bases (labor hours in the problem) multiplied by the standard rate. Again, the calculation follows the form for quantity variance for direct materials and labor. Actual direct labor hours are less than standard direct labor hours, and so a favorable overhead variance results. The calculated efficiency variance is $8,850 and the combined spending and efficiency variance for variable overhead is $8,700 favorable.
What are the implications of the above analysis? At best there is a signal to management that direct labor; the base, was efficiently used. If that is a fact, that knowledge would be more directly available to management from the direct labor variance analysis. Another message is that since spending is close to budget, activity is probably close to plan and that managers might be criticized lightly because the direction is unfavorable. At worst, managers might incorrectly be commended highly because their overhead usage is reported to be highly favorable. The latter two results might or might not be the case, but it will be demonstrated that the report in Exhibit 2 is not the relevant basis for making this determination.

RESPECIFICATION OF VARIABLES
To know whether overhead is being controlled, in general a more disaggregated report should be used. The data given in the CMA examination are not sufficient for this purpose, so additional data (consistent with given totals) are provided by the author in Exhibit 3. The new data show prices and quantities for each of the overhead components. For simplicity, supplies are assumed to be barrels of lubricants.


	Exhibit 1

	NORTON PRODUCTS’ MAY DATA

	Variable Overhead
	Standard Cost per Unit
	Standard per 
Direct Labor Hour
	Planned Costs for May
	Actual Costs for May
	Standard Costs for May

	Indirect Labor
	$1.25
	$0.25
	$ 75,000
	$ 75,000
	$ 82,500

	Supplies
	1.70
	0.34
	102,000
	111,000
	112,200

		Total
	$2.95
	$0.59
	$177,000
	$186,000
	$194,700

		Other Activity
	Planned Data
	Actual Data

	Output Units
	60,000
	66,000

	Direct Labor Hours per Output Unit
	×  5.000
	×  4.772

	Total Direct Labor Hours
	300,000
	315,000

	Source: Given or derivable from June 1983 Certificate in Management Accounting Examination, Part 4, Section B, Question 7.





	Exhibit 2

	PUBLISHED SOLUTION PLUS EXTENDED DETAIL

	
	Total
	
	Indirect Labor
	
	Supplies
	

	Spending (or Price) Variance:
	
	
	
	
	
	

	Actual Rate ($ Actual ÷ 315,000 DLH)
	$ 0.590476
	
	$ 0.238095
	
	$ 0.352381
	

	Standard Rate (Given)
	– 0.590000
	
	– 0.250000
	
	– 0.340000
	

	Rate Difference (direction may vary)
	 0.000476
	U
	 0.0011905
	F
	 0.012381
	U

	Actual Direct Labor Hours
	× 315,000 
	
	× 315,000
	
	× 315,000
	

	Spending Variance
	$     150
	U
	$   3,750
	F
	$   3,900
	U

	
	
	
	
	
	
	

	Efficiency (or Quantity) Variance:
	
	
	
	
	
	

	Actual Base (Direct Labor Hours)
	315,000
	
	315,000
	
	315,000
	

	Standard Base (5 DLH × 66,000#)
	– 330,000
	
	– 330,000
	
	– 330,000
	

	Quantity Difference (always same way, here F)
	15,000
	F
	15,000
	F
	15,000
	F

	Standard Rate (Given)
	× $ 0.590000
	
	× $ 0.250000
	
	× $ 0.340000
	

	Favorable Efficiency Variances
	$ 8,850
	F
	$ 3,750
	F
	$ 5,100
	F

	Total Variance
	$ 8,700
	F
	$ 7,500
	F
	$ 1,200
	F

	
Source: Institute of Certified Management Accountants, Questions and Unofficial Answers for June 1983 CMA Examination (Montclair, NJ: National Association of Accountants, 1983), p. 62. [Data have been rearranged by the author to emphasize the generic price and quantity aspects of the computations; Spending Variance may be viewed as a flexible budget based on actual direct labor.]






In Exhibit 4 the same generic formulas are used for indirect labor and supplies per se as were used for aggregated overhead in Exhibit 2. Labels have been changed to price and quantity variances as now the calculations truly provide these results, i.e., they are not mixed results (except for the generally inconsequential joint portion).

COMPARISON OF ALTERNATIVES
Where before there was a large favorable overhead quantity variance reported, there are now large unfavorable quantity signals. Where before there was a modest unfavorable spending signal, highly favorable price variances are now indicated. 
	The problem highlighted by this analysis warrants further management attention. The problem is not masked by the offsets of similar favorable and unfavorable variances as was the case in the development of Exhibit 2. A review of Exhibit 4 suggests that the traditional approach to analyzing overhead variances, as exemplified in Exhibit 2, is based on totally false premises.
In this model, actual overhead activity is much different than called for by the original plan. For indirect labor, the indication is that a lower quality or lesser-trained workforce was used, as the hourly rate paid was 20 percent less than standard ($10 versus $12.50). At the same time, much more time had to be spent to accomplish the task. Assuming a review shows that the task was appropriately accomplished, the tradeoff was well worthwhile, with a total favorable indirect labor variance of $7,500. Management should therefore be commended for this action. The variance directions and proportions are the same for supplies as for indirect labor. However, Exhibit 2 indicates the opposite signal!
The problems with the traditional approach are several: first, the summary spending variance is too much of an aggregation to provide any useful information for managers. But more importantly, the direct labor hours base for calculating usage (and spending) is at best a gross activity indicator; at worst it is simply irrelevant.

	Exhibit 3

	ADDITIONAL DATA FOR ILLUSTRATION

	
	Indirect Labor
	Supplies
	Totals

	Unit of Measure for Inputs
	Hours (hr.)
	Barrels (bbl.)
	

	Actual Input Units
	7,500  hr.
	1,000 bbl.
	

	Actual Cost per Input Unit
	× $    10 /hr.
	× $     111/bbl.
	

	Total Actual Cost (given)
	$ 75,000     
	$111,000      
	$186,000  

	Standard Input Units
	6,600  hr.
	990 bbl.
	

	Standard Cost per Input Unit
	× $ 12.50 /hr.
	× $113.333/bbl.
	

	Total Standard Cost (given)
	$ 82,500    
	$112,200      
	$194,700  

	Total Variance (Total Actual less Standard Cost)
	$ 7,500 F  
	$ 1,200 F    
	$ 8,700 F

	Source: Data assumed by author to be consistent with Exhibit 1; details are needed for a complete solution.





HOMOGENEITY PROBLEM
As noted earlier, a simplifying assumption was made in the case of supplies by deeming the category to be all lubricants of the same type. A common characteristic of overhead is that it is a mixture of many different items, so there is often no applicable price or quantity per se. That is, supplies may be pounds of cleaning agents, gallons of solvents, boxes of computer ribbons, etc.
The price and quantity aspects of analysis are not totally intractable even then. Prices may be sampled for representative items as is done for the Consumer Price Index. Then quantities may be inferred as the remainder; albeit an abstract measure. This could become complex and the cost of developing that data must be weighed against the benefit obtained.
The crucial point is still that the traditional computations for overhead spending and efficiency variances yield meaningless outcomes. Appropriate signals from the traditional variances appear only by coincidence. There is a cost to produce that largely irrelevant, perhaps coincidentally correct data. Why not allocate that effort to the development of more useful information?

THE SOLUTION
An increasingly practical alternative to the traditional analysis is to use flexible budgets based on appropriate cost drivers for major components of overhead, as is illustrated in Exhibit 5. In this report the large component variances could then well be the basis for further analyses, just as was done earlier in Exhibit 4.
For a number of reasons it is time for us to redirect our standard cost practices and our standard cost teaching. First, overhead itself is a relatively larger cost. American manufacturing cost structures have changed over the years from labor being more than overhead to overhead being more than three times labor (and this is only on the average).15 Second, the statistical tools necessary to implement the above are much more widely understood by managerial accountants than just a few years ago. Third, and perhaps most importantly, widespread computer processing has made it economical to do both the statistical analyses and maintain more detailed cost data bases. Variable budgeting has been around for a long time, although at best it has been practiced and taught as an adjunct to the traditional standard cost system. I suggest that it is time for us to switch the order of things and give most attention to the development of variable budgeting systems—because they have the most potential as control tools—and that we relegate the traditional standard cost overhead analysis to an appendix. That clerical analysis may tell us something about the relationship between our estimated product costs and the actual costs of our production, but it gives us very little information that might be useful for the management of our production activities.




	Exhibit 4

	SOLUTION PER DETAIL DATA, VOLUME-DRIVEN STANDARDS

	
	Indirect Labor
	
	Supplies
	
	Totals
	

	Price (Spending) Variance
	
	
	
	
	
	

	Actual Price of Input
	$ 10.000
	/hr.
	$111.000
	/bbl.
	
	

	Standard Price of Input
	–12.500
	/hr.
	–113.333
	/bbl.
	
	

	Price Difference (Favorable)
	$ 2.500
	/hr.
	$ 2.333
	/bbl.
	
	

	Actual Quantity of Input
	x 7,500
	hr.
	x 1,000
	bbl.
	
	

	Favorable Price Variance
	$ 18,750
	F
	$ 2,333
	F
	$21,083
	F

	
	
	
	
	
	
	

	Quantity (Efficiency) Variance
	
	
	
	
	
	

	Actual Quantity of Input
	7,500
	hr.
	1,000
	bbl.
	
	

	Standard Quantity of Input
	· 6,60
	hr.
	· 990
	bbl.
	
	

	Quantity Difference (Unfavorable)
	900
	/hr.
	10
	bbl.
	
	

	Standard Price of Input
	× $12.500
	/hr.
	× $113.333
	/bbl.
	
	

	Unfavorable Quantity Variance
	 $11,250
	U
	 $1,133
	U
	$12,383
	U

	Total Variance
	 $7,500
	F
	 $1,200
	F
	$ 8,700
	F

	Source: Data from Exhibits 1 and 3.
	
	
	
	
	
	





COST-DRIVER IDENTIFICATION
Presaging Johnson and Kaplan by many years, B. Goetz wrote in 1949, “Traditional cost data tend to be irrelevant and mischievous” and he proposed that “...the systems should be discontinued to save the clerical costs of operating them.” Goetz argued that each overhead account “... should be homogeneous with respect to every significant dimension of managerial problems of planning and control. Some of the major dimensions along which burden may vary are number of units of output, number of orders, number of operations, capacity of plant, number of catalogue items offered, and span of anticipation [life cycle]...These recommendations would tend vastly to increase the number of primary burden accounts…”16 Such dimensions of variability are today being referred to as cost drivers, i.e., the activity that drives costs.
The identification of cost drivers was an important part of J. Dean’s pioneering cost study work of 1936. Indeed, using regression analysis, Dean identified product variety (recently rediscovered) as an important element which influenced cost levels.17 His nonelectronic computations must have been laborious and a National Association of Accountants research study of 1949-50 implied that the least squares method was little used by industry.18


REGRESSION UNDERSTANDING
For accounting students the least squares method was included as a brief appendix by both R. Anthony and C. Horngren in the respective first editions of their managerial accounting texts of 1956 and 1962. Horngren then commented that the method was “cumbersome... [and] not so often used.”19 He did not expand this material until his third edition in 1972. Such coverage is now standard, although often the emphasis is merely on cost separation rather than cost driver selection.
In the meantime, Touche had distributed to academics a case based on practice which focused on using regression analysis to select between product units and pounds as the best cost driver for controlling indirect labor in a shipping department.20 These foresights notwithstanding, there is very little evidence in practice or academe of an integrated treatment of regression analysis in a flexible budgeting cost control system.

AN ILLUSTRATION
In Exhibit 5 it is assumed that machine hours has been found by regression analysis to be the appropriate cost driver for the supplies (here lubricants). Also it is assumed that while all models of the product have the same direct labor hour standard, the more complex models require many more machine hours than the basic high volume model.
Thus, since Exhibit 5 implies a shift in mix from complex to basic models, less lubricant should be needed than otherwise and the previous positive variance has here been transformed into a large negative variance. The analysis method of Exhibit 4 still applies, but now the standard quantity is 900 rather than 990 barrels. This might indicate that a time-based maintenance schedule should be changed to a use-based schedule for optimum cost control.
Too often, the valuable notion of flexible budgeting has been wasted because we have failed to look diligently for the cost driver. For a useful example, consider forklift operator costs. In general, as output rises, so will direct labor and forklift labor. All appear to be associated. Where the flexible budget is based on direct labor, the resultant spending variance can send a seriously misleading signal. If direct labor usage is inefficient, there is no reason at all to expect more forklift labor, but this is the traditional accounting result. Indeed, if direct labor is inefficient, material may have been used more carefully and less fork lift labor should be needed.
The most likely cost driver for forklift labor is number of pallets moved, with pallet density a secondary consideration. Material usage might be a surrogate for number of pallets. Output volume would not usually be the appropriate driver either, as it would be common for material usage to be above or below expectations due to raw material quality or specification changes or machine malfunctions, etc. The most probable cause for forklift use must be found if the variable budget is to send the correct variance signals. 

STICKINESS OF COSTS
Not only has there been a long run trend for overhead to grow as a proportion of total operating costs, but many of these new costs tend to be somewhat non-variable in character i.e., lumpy and not strictly proportional to changes in activity. A common example is materials ordering and handling costs. As production grows, additional employees are added to handle the additional load; but, if production decreases, these personnel are not immediately laid off. Thus these lumpy costs stick even if activity declines and such costs have therefore sometimes been labeled “sticky costs.”
Sticky costs have sometimes been found to be driven by product variety rather than units of output. Exhibit 5 assumes that in addition to the basic high volume product, two dozen other models have been offered and every model requires roughly $3,000 per month in labor support costs for materials purchasing and handling. For May, twenty models were produced, which should have required only $60,000 in indirect labor. Since $75,000 was actually spent, there is an unfavorable variance now of $15,000.
R. Beyer devoted considerable attention to the problem of such sticky costs in his 1963 book on profitability accounting. He labeled these items “long-range variable costs,” seemingly another oxymoron. Beyer’s solution was to create two budget figures. The longer-run figure was the responsibility of top management and the shorter-run figure was the responsibility of operational management. He termed the former the “management decision variance” and noted that layoffs from “this ‘hard-line’ approach... [would]...ultimately result in the most economical operation.”2


	Exhibit 5

	NORTON PRODUCTS’ ACTIVITY BASED FLEXIBLE BUDGET FOR MAY VARIABLE AND STICKY COSTS

	
	(1)
	(2)
	(3)
	(4)
	(5)

	Overhead Item
(Activity Base)
	Budget Cost Per Activity Unit
	Activity Units
	Flexible Budget
	Actual Cost
	Variance

	Variable Cost:
	
	
	
	
	

	Supplies
	$17 per
	6,000
	$102,000
	$ 111,000
	$ 9,000 U

	(Machine Hours)
	Machine Hour
	Machine Hours
	
	
	

	
	
	
	
	
	

	Sticky Cost:
	
	
	
	
	

	Indirect Labor
	$3,000 per
	20
	$ 60,000
	$ 75,000
	$15,000 U

	(Number of Models)
	Model
	Models
	
	
	

	Totals
	
	
	$162,000
	$186,000
	$24,000 U

	
	(assumed)
	(assumed)
	     (1) × (2)
	      Exhibit 1
	 (3) − (4)

	*Implicit Standard supply use is $102,000 + $113.333 = 900 barrels and standard indirect labor hours are $60,000 + $12.50 = 4,800 hours.




If it is assumed for the Norton Products’ case that top management had approved for May operations the $75,000 indirect labor planning budget of Exhibit 1 per longer-run expectations, then top management would be responsible for the difference between the planned $75,000 amount (6,000 hours at $12.50) and the activity based $60,000 budget (4,800 hours) of Exhibit 5, or for 1,200 hours. The rationale for the strategic-operational split is that skilled indirect labor cannot be turned off and on as is usual for materials, but must be maintained with at least an intermediate-run outlook. The staffing level is primarily a higher management level decision.
Operational management is then responsible for using approved staffing levels as efficiently as possible. Since they were authorized $75,000 and spent $75,000, they have a zero total variance for indirect labor, albeit in a different manner than anticipated ($18,750 U for quantity and $18,750 F for price). Other inputs could be acquired in a similar manner, e.g., take or pay contracts; these would be amenable to the same treatment. Control is a shared responsibility, of course, and various management levels must work together for optimum operations.
Since sticky, lumpy costs may not be strictly variable with activity, the most viable procedure for their determination is likely by an observant “walking around” manager or accountant and/or an engineering study. It is not possible to generalize this process; each company will have to make that determination based on its own cost and production character.

SUMMARY
Accounting for overhead control is an area ripe for improvement. With overhead costs rising as a proportion of manufacturing activity, with better educated business persons, and with computational power readily available to maintain data on a more disaggregated basis and to perform statistical analyses, better reporting is now likely to be cost beneficial and may make the difference between profitable or unprofitable operations.

	Exhibit 6

	SOLUTION PER DETAIL DATA, ACTIVITY-DRIVEN STANDARDS

	
	Indirect Labor
	
	Supplies
	
	Totals
	

	Standard Quantity of Input (Exhibit 5)
	4,800
	hr.
	900 bbl.
	
	
	

	Long-run Approved Quantity of Input (Exhibits 1 and 3)
	–  6,000
	hr.
	
	
	
	

		Difference
	1,200
	hr.
	
	
	
	

	Standard Price of Input (Exhibit 3)
	x $12.50
	hr.
	
	
	
	

	Strategic Quantity Variance
	$15,000
	U
	
	
	
	

	Long-run Approved Quantity of Input
	6,000
	hr.
	
	
	
	

	Actual Quantity of Input (Exhibit 3)
	–  7,500
	hr.
	–  1,000
	bbl.
	
	

		Difference
	1,500
	hr.
	100.
	bbl.
	
	

	Standard Price of Input
	× $ 12.50
	/hr.
	× $113.333
	/bbl.
	
	

	Operational Quantity Variance
	$18,750
	U
	$ 11,333
	U
	
	

	Total Quantity Variance
	$33,750
	U
	$11,333
	U
	$45,083
	U

	Price Variance (Exhibit 4)
	18,750
	F
	   2,333
	F
	21,083
	F

	Total Variance (Exhibit 5)
	$15,000
	U
	$  9,000
	U
	$24,000
	U

	Source: Exhibits 1, 3, 4, and 5; adapted from R. Beyer (see text).





As demonstrated, at best the continuance of the traditional standard cost approach to overhead analysis in the CMA and CPA examinations, in textbooks and classrooms, and in accounting reports of manufacturers, is a waste of time. It should be abandoned. The traditional labor based, flexible budget approach is almost as dangerous. At worst, the traditional approaches may be counter-productive, resulting in dysfunctional decisions and in a loss of credibility for other accounting reports.
The groundwork for better overhead control through activity based flexible budgets has been in development over the last half-century. Indeed, the professional literature abounds with success stories of leading edge companies in implementing advanced cost techniques. Many of these advances have more to do with production changes, as with materials requirements planning systems, than they do with underlying cost system changes, however.22

Mainstream accountants still have quite a long way to go. “Despite major conceptual and technological developments, little of the new thought in the field of cost management has found its way into practical application…“23 For homogeneous data, regression and other analyses should be used to identify the underlying cost drivers. For less homogeneous data, sampling may be used to establish the underlying causes for differences from cost expectations. Sticky and strictly variable costs should be identified and controlled, respectively, by strategic and tactical techniques. Whenever activity based costing is appropriate for product cost determination, the same drivers should be equally relevant for cost control applications. It is time to set aside our primary occupation with traditional overhead variance analysis and focus our attention on cost-driver based variable budget systems. It is time for us to put our effort where there is more promise of return.
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Reading 15-4: Using Theoretical Capacity to Eliminate Manipulation of Absorption Costing Income
by Parvez A. Sopariwala


It is well established that absorption costing income (the income measurement technique used for financial reporting) can be managed or smoothed by varying production levels. Earnings can be increased by producing more than needed to satisfy sales demand, thereby building up work-in-process and finished goods inventories. Alternatively, earnings can be decreased by producing less than needed to satisfy sales demand. As Baxendale, Boyd, and Gupta point out, the “earnings smoothing: games used in financial reporting have prevented companies from taking advantage of the tremendous improvements by the Japanese over the past fifty years in manufacturing control and planning—many of which are predicated on maintaining low work-in-process and finished goods inventories.1 

Using Eli Goldratt’s “evaporating cloud” methodology, they attempt to resolve a paradox: whereas keeping work-in-process and finished goods inventories low is preferable for operations, keeping work-in-process and finished goods inventories high is often better for financial reporting, and possibly stock prices. Of the many “injections” or actions they offer to help resolve this conflict, one requires that accounting rule makers mandate the disclosure of pro forma direct costing information in financial statements to “show the real impact on profit of a decrease in inventory.”2 Their expectations is that management should have all the necessary incentives to reduce work-in-process and finished goods inventories in pursuance of lean manufacturing and JIT techniques once the discrepancy between the absorption and direct costing incomes is revealed. 

This suggestion is premised on the belief that differences in production levels and subsequent differences in work-in-process and finished goods inventory levels are the only cause for the difference between absorption and direct costing incomes. If the only goal is to expose earnings manipulation resulting from varying production levels, then the recommended injection is sufficient. However, if the goal is to eliminate all inventory-related incentives to manipulate earnings, Ajinkya, Atiase, and Bamber3 and King4 show that different capacity levels used to determine fixed overhead rates also influence absorption costing income.

As a result, a company could potentially have either level or no work-in-process and finished goods inventories but still demonstrate differences between its absorption and direct costing incomes by using different capacity levels within the normal capacity range sanctioned by SFAS 151.5 To remove all inventory-related incentives for earnings manipulation, this article discusses a new injection whereby fixed overhead rates are determined using a theoretical capacity measure, which allows for the determination of operating income and the cost of idle capacity for determining net income.

While absorption and direct costing net incomes may be different, the operating income under absorption costing is unaffected by any and all inventory-related manipulations. As a result, companies are free to vary their production and inventory levels to conform to best operational practices. Such variations would have no impact on operating income, which now reflects the economics of the situation. Operating income would then represent an optimal measure of a company’s operational success. A valuable by-product of mandating the use of theoretical capacity would be to require disclosure of the cost of idle or unused capacity, thereby making management accountable to its stockholders for not completely using available capacity. If the goal is to eliminate all inventory-related incentives for earnings manipulation, disclosing pro forma direct costing information may be necessary but not sufficient.

Scenario One: Varying Production and Capacity Levels

Panel A of Exhibit 1 provides an example to evaluate the difference between absorption costing income and direct costing income. In order to highlight the main reasons why absorption and direct costing incomes are different, the unit sales, selling price per unit, and the cost structure (variable cost per unit and total fixed manufacturing and selling costs) for years one through three are assumed to be equal. In addition, the actual fixed overhead for years one through three is assumed to equal budgeted fixed overhead for the same period, thereby limiting the causes of under/over applied fixed overhead to differences between budgeted production/capacity (used to determine the fixed overhead rate) and actual production. 6 Two entries are allowed to vary over the three years:

1. Actual production levels, and consequently, finished goods inventories. 

2. Capacity levels within the normal capacity range of 95 through 105 units, as required by SFAS 151.7

Panel B reveals the absorption costing income statement8 where the net incomes are $20.00, $44.81, and $-0.53 for years one, two, and three. Panel C discloses the direct costing income statement where the net income is $20.00 for all three years. Panel D reconciles the absorption and direct costing incomes using the general rule formulated in the Ajinkya study and reveals that the differences are due to different inventory levels caused by varying production levels and different fixed overhead rates per unit caused by varying capacity levels used to determine these fixed overhead rates.

Scenario Two: Same Production but Varying Capacity Levels

 Adopting the same facts from Exhibit 1, Exhibit 2 sets production levels equal to sales, an extreme application of lean manufacturing and JIT principles. However, the capacity levels within the normal range of 95 through 105 units are still allowed to vary. Panel B reveals the absorption costing income statement where the net incomes are $20.00, $29.02, and$15.26 for years one, two, and three. Panel C discloses the direct costing income statement where the net income is still $20.00 for all three years. Panel D reconciles the absorption and direct costing incomes and now reveals that the differences are caused merely because different capacity levels are used to determine fixed overhead rates per unit for the three years. 

Scenario Three: Varying Production and Theoretical Capacity Levels

Adopting the same facts from Exhibit 1, Exhibit 3 allows production levels to vary but replaces the capacity levels within the normal capacity range of 95 through 105 units, with the theoretical capacity9 level of 150 units.

Panel B reveals the absorption costing income statement where the net incomes are $20.00, $30.00, and $10.00 for years one, two, and three. As expected, Panel C discloses the direct costing income of $20.00 for all three years. Panel D reconciles the absorption and direct costing incomes and reveals that the differences are completely caused by varying production levels. 

Note that the absorption costing income statement in Panel B of Exhibit 3 derives net income by deducting the cost of idle capacity from the operating income. What is even more interesting, operating income for the three years is $120.00—the variation in net incomes due to varying production levels is captured in the cost of idle capacity—despite the varying production levels. If the objective is to eliminate the impact of varying production levels on an earnings number, the use of theoretical capacity derives such an earnings number in operating income.

This operating income number owes its stability to  the fact that it matches sales revenue against the cost of capacity used to earn the sales revenue, a method by which the cost of idle capacity is not charged to the product but written off separately. This theoretical capacity-based matching scheme is far superior to the current normal capacity-based matching scheme where sales revenues are for all practical purposes matched against the cost of resources acquired.10 In addition, requiring the disclosure of operating income also requires disclosure of the cost of idle capacity, making management accountable to its stockholders for not completely using the capacity. 

Is Mandating the Use of Theoretical Capacity Feasible?

Adopting theoretical capacity to determine fixed overhead rates and disclosing the cost of idle capacity for financial reporting is not a new idea. According to McNair and Vangermeersch, many accountants and engineers during the 1920s were aware of the dangers of including unused capacity costs in product costs.11 H. L. Gantt argued against charging unused capacity costs to the product based on the belief that: (1) customers would only compensate a company for the “true cost” of the product; (2) the tie between the market and cost was unconvincing; and (3) idle capacity cost should be charged to the income statement.12 

Despite these advantages, accounting rule makers might blush at recommending the disclosure of operating income and the cost of idle capacity for two reasons. First, many corporate managers believe that determining theoretical capacity is not quite as easy as determining normal capacity. However, there are many instances of companies using theoretical capacity, or its “softer version,” practical capacity13 for internal reporting.14 In addition, the cost management literature is providing more and more guidance every day on how theoretical capacity can be determined.15 Finally, a plan manager should be able to provide a credible estimate of the maximum output she can hope to obtain from her factory, should she have the luxury of unlimited demand for her products. 

Second, many corporate managers may be unwilling to reveal the cost of idle or unused capacity for competitive and self-interest reasons. Declining to reveal the cost of idle or unused capacity for competitive reasons is understandable—until one realizes that everybody would be making the same disclosure. In addition, it is equally likely that corporate managers would balk at the Baxendale article recommendation to reveal pro forma direct cost information to their competitors. On the other hand, corporate managers would understandably prefer to keep the cost of idle capacity from being disclosed to their stockholders since that could reflect poorly on the stewardship of the assets entrusted in their care by the stockholders. Considering the extent of recent layoffs and plant closings, it might be time to mandate this kind of disclosure. Unfortunately, financial reporting does not require that the dollar impact of such excess capacity be disclosure to investors in general or stockholders in particular.

____________
Notes
1Baxendale, S., L. Boyd, and M. Gupta,” The Absorption Costing/Inventory Management Conundrum,” Cost Management (November/ December 2006), pp. 30-39.
2See note 1 above, page 38.
3Ajinkya, B., R. Atiase, and L. Bamber, “Absorption versus Direct Costing: Income Reconciliation and Cost-Volume-Profit Analysis,” Issues in Accounting Education (Fall 1986), pp. 268-281. 
4King, J. W., “Absorption Costing and Variable Costing Income Differences: Exceptions to the General Expectations,” Working Paper, Washington and Lee University, 2007.
5Financial Accounting Standards Board (FASB), “Statement of Financial Accounting Standards No. 151,” Financial Accounting Standards Board (Financial Accounting Foundation, Norwalk CT, 2004).
6Two additional assumptions are made about the income statements in all exhibits. First, finished goods at the beginning of year t are valued at year t − 1 costs, and the finished goods at the end of year t are valued at year t costs. For example, finished goods at the beginning of year 2 are valued at the relevant year 1 costs, and the finished goods at the end of year 2 are valued at the relevant year 2 costs. Second, the cost structure for year D is identical to that for year 1. Hence, the finished goods at the beginning of year 1 are, for all practical purposes, valued at year 1 cost. 
7 “…[T]he allocation of fixed production overheads to the costs of conversion is based on the normal capacity of the production facilities. Normal capacity refers to a range of production levels. Normal capacity is the production expected to be achieved on average over a number of periods or seasons under normal circumstances, taking into account the loss of capacity resulting from planned maintenance. Some variation in production levels from period to period is expected and establishes the range of normal capacity. The range of normal capacity will vary based on business- and industry-specific factors.” See note 5 above, pages 5-6.
8For simplicity, under/over applied fixed overhead is assumed to be written off to cost of goods sold. While material under/over applied fixed overhead can be prorated among work-in-process, finished goods, and cost of goods sold, such proration does not affect the central theme of this article. 
9”Theoretical capacity—the optimum amount of work that a process or plant can complete using a 24-hour, seven-day operation with zero waste, i.e., the maximum output capability, allowing no adjustment for preventive maintenance, unplanned downtime, shut-down, etc.” (Emphasis authors.) Institute of Management Accountants, 1996, p. 9; The Society of Management Accountants of Canada, 1996, p. 9.]
10See Cooper, R., and R. Kaplan, “Activity-Based Systems: Measuring the Costs of Resource Usage,” Accounting Horizons (September 1992), pp. 1-13, for a distinction between the cost of resources acquired, the cost of resources used, and the cost of idle resources. 
11McNair, C. J., and R. Vangermeersch, Total Capacity Management, The IMA Foundation for Applied Research, Inc., St. Lucie Press, Boca Raton, FL, 1998), pp. 147-172. 
12See note 11 above, p. 153.
13Practical capacity—the level of output generally attainable by a process—a theoretical capacity adjusted downward for unavoidable nonproductive time: such as setups, maintenance breakdowns” (Emphasis authors), from Institute of Management Accountants, 1996, p. 9; the Society of Management Accountants of Canada, 1996, p. 9. 
14McNair and Vangermeersch report that companies like Motorola, Texas Instruments, Hewlett-Packard, and Hills Per Nutrition, a division of Colgate Palmolive, use theoretical capacity for internal accounting (see note 11 above, p. 29). In addition, as early as 1991, Cooper and Kaplan introduced capacity-based case studies on Micro Devices Division, Polystar Limited, and Schulze Waxed Containers, Inc. (See Cooper, R., and R. Kaplan, The Design of Cost Management Systems, Englewood Cliffs: Prentice Hall, 1991, pp. 172-199). 
15The Consortium for Advanced Manufacturing International (CAM-I) has developed more detailed benchmarks to evaluate capacity utilization. Klammer introduces the CAM-I Capacity Model, which was developed by CAM-I in collaboration with representatives from corporations such as Emerson Electric, IBM, Loral, and Eastman Kodak. It provides multiple application templates extracted from the CAM-I Capacity Model, which could be applied to scenarios involving multiple machines and plants (see Klammer, T., Capacity Measurement & Improvement, Chicago: Irwin Professional Publishing, 1996). In addition, practitioner-based articles by Ostrenga (1988) and DeBruine and Sopariwala (1992) provide practical guidance on how supply-based capacity measures can be used to determine the cost of used and unused capacities for internal reporting (see Ostranga, M. R., “A Methodology for Identifying Your Excess Capacity Costs,” Journal of Cost Management [Summer 1988], pp. 39-44, reprinted in B. J. Brinker, ed., Emerging Practices in Cost Management, Boston, MA: Warren, Gorham & Lamont, 1990, pp. 187-192; and, DeBruine, M., and P. R. Sopariwala, “The Use of Practical Capacity for Better Management Decisions,” Journal of Cost Management [Spring 1994], pp. 25-31. A more recent article by Sopariwala (2006) provides a template for determining the cost of used and unused capacities for each machine in a plant, for each of the three potential shifts in a plant, and for the entire plant (see Sopariwala, P. R., “Capacity Utilization: Using the CAM-I Capacity Model in a Multi-Hierarchical Manufacturing Environment, Management Accounting Quarterly [Winter 2006], pp. 17-34. Finally, a field study by Hertenstein, Polutnik, and McNair details a field study where two manufacturing companies evaluated the implications of using theoretical versus practical capacities (see Hertenstein, J., L. Polutnik, and C. J. McNair, “Capacity Cost Measures and Decisions: Two Field Studies,” Journal of Corporate Accounting and Finance (March/April, 2006), pp. 63-78. 
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Reading 15-5: The Case for Resource Consumption Accounting
by Anton Van Der Merwe and David E. Keys

Resource Consumption Accounting (RCA): It can give you a more accurate projection of the resources you need and their costs than traditional methods can.





Resource consumption accounting (RCA) is a comprehensive, fully integrated cost- management system. It’s an approach to management accounting that leverages the best of the last several decades of developments in the discipline in Europe and the U.S. As one example, RCA effectively blends the robust German cost management system (GPK) with activity-based costing (ABC). This merger of the best of two worlds provides an integrated and comprehensive approach to management accounting.

Three pillars are key to RCA: the view of resources, the view of the nature of cost, and a quantity-based approach to cost modeling. As a comprehensive, integrated system based on this new foundation, RCA has a ripple effect throughout the entire enterprise management process. For example, we’ll show you a practical application of resource consumption accounting planning and control principles in tandem with activity-based costing and activity-based budgeting (ABB).We’ll also look at the potential that RCA holds for the process of planning and control in an enterprise. This first article addresses the management process of planning. A second article will address organizational control.

ACTIVITY-BASED BUDGETING

Activity-based budgeting (ABB) has been hailed as the remedy for many a budget ailment because it uses the activities in the value chain as the mechanism to convert anticipated levels of activity output into monetary equivalents. For example, Table 1 gives details of how cabin crew staff are used on two aircraft types for an airline’s current flight timetable. Note that the A7Y7 is a larger airplane and requires more cabin crew per flight. The actual total expense in the general ledger (G/L), traditionally used for ABC modeling, corresponds to the flight hours in Table 1 as $10.6 million. This number is composed of $9 million (cabin crew salaries and benefits), $1 million (allowances), and $600,000 (allocated costs).

Figure 1 shows the ABB planning process for the airline using the costs from the G/L and the information from Table 1. First, in the top half of Figure 1, the fulltime equivalents (FTEs) are used to split the $10,600,000 of cabin crew cost between the activities for each aircraft type. This results in costs of $4,240,000 and $6,360,000 per activity as shown. The cabin crew activity for the A7X7 has a rate of $424/flight hour ($4,240,000 ÷ 10,000) and, for the A7Y7, $1,272/flight hour ($6,360,000 ÷ 5,000).

Next, these actual cost rates are used in the activity-based budgeting process to calculate a budget for the future period as shown in the bottom half of Figure 1. The planned flight timetable calls for 7,500 flight hours for each of the aircraft types. Within ABC, the cabin crew activities are considered unit related and their costs variable. The planned costs for the future period for the A7X7 and A7Y7 will therefore be $3,180,000 ($424 × 7,500 flight hours) and $9,540,000 ($1,272 × 7,500 flight hours), respectively. The total planned costs for cabin crew for the planned flight hours are calculated as $12,720,000.

SHORTFALLS OF TRADITIONAL ABB

Activity-based budgeting falls short in three areas:
· First, the approach doesn’t adequately consider the fixed costs on unit-related activities. ABB assumes all costs of these activities to be variable. Yet every activity/process inherits the nature of the cost of the resource that executes it, and very few, if any, activities contain zero fixed costs. (Practitioners have adopted various approaches to address the fixed cost problem. An interview with Robert Eiler of PricewaterhouseCoopers revealed tagging of accounts, e.g., depreciation, as fixed. “Fixed accounts” aren’t increased/ decreased in proportion to activity driver increases/decreases, respectively. But these approaches leverage the traditional ABC mapping method and aren’t considered comprehensive solutions to the problem.)
· Second, because ABC doesn’t use quantities in defining relationships in the cost model, the backflush in ABB from activities to resources is a calculation based solely on dollar values (hereafter referred to as a value-based calculation). This results in a diminished ability to accommodate planned excess capacity.
· Third, because of the view in ABC that resources are primarily monetary inputs into activities, insight into resource-specific demands due to a particular characteristic of the plan is lost. For example, training cabin crew in safety procedures differs among airplane types. The impact of the new flight timetable on cabin crew safety procedure training can’t be gleaned from the ABB information.

ACTIVITY-BASED RESOURCE PLANNING USING RCA PRINCIPLES

A reliable method is required in the operational planning process to calculate both the resource quantities and the associated dollars necessary to support the execution of a given strategy/business plan. The approach traditionally used in resource consumption accounting to achieve this is a reverse flow of its quantity-based cost model. Activity-based resource planning (ABRP) is based on RCA principles, while ABB is based on traditional ABC principles. As we illustrated in an article we wrote for the Journal of Cost Management in September/October 2001, the quantity-based approach in RCA is superior in reflecting causal relationships. A quantity structure along with the RCA view of the nature of cost forms the foundation for ABRP. (A quantity structure is a series of quantity-based causal relationships that span the entire cost model—i.e., all causal relationships from resources through to final consumers (target market/market segment) are quantity-based.) There are four steps to a quantity structure and an effective ABRP process:

· Establish resource-pool-level unit standards for resource elements
· Establish resource output consumption unit standards with consumers
· Determine planned resource output demand, and
· Convert planned resource output demand into monetary equivalents.

Step 1: Establishing Resource-Pool-Level Unit Standards for Resource Elements

This is done by relating some level of resource-pool output within the relevant range—say, practical capacity— with its associated costs and is referred to as an analytical cost plan (ACP). First, you have to determine the resource output. Table 2 shows the cabin crew utilization details for each aircraft type. Actual hours worked per the current flight timetable are 200,000. Next, you need to establish unit standards within the cabin crew resource pool for all costs and secondary quantities consumed.

 An analytical cost plan for the cabin crew is reflected in Table 3. Costs associated with the 200,000 hours of output are planned and classified as primary and secondary costs and are decomposed into their fixed and proportional components.

Primary costs for cabin crew, at $30/hour, are split into productive time ($6,000,000 for 200,000 hours) and crew rest days ($1,500,000 for 50,000 hours), both proportional to output. Rest days are required by law to be at least 25% of productive time. Assume total annual hours per person as 2,000. The balance of cabin crew costs are considered idle time and are reflected in the excess/idle capacity account: $1,500,000 for 50,000 hours—a fixed cost. The cabin crew also receives fixed allowances for tenure and seniority.

Secondary costs consumed are:

· Benefit adjustments from human resources (HR), which have activity driver rates of $60 fixed and $40 proportional. The quantity consumed, 150 adjustments, is fixed; one adjustment per employee is allowed annually. This results in $15,000 of fixed cost.

· Facilities for 15,000 square feet of space, charged at $39 per square foot, a fixed rate, resulting in fixed costs of $585,000.

With the ACP completed, unit standards for each resource cost element have been established relative to the pool’s output quantity.

Step 2: Establish Resource Output Consumption Unit Standards with Consumers

From Table 2 you can determine the unit standards for resource output consumption. For the aircraft type A7X7, it is 8:1 (80,000 ÷ 10,000 = 8 cabin crew hours per flight hour or a crew size of 8), and, for the A7Y7, the unit standard is 24:1. Using these standards and the resource pool output unit cost rates from Table 3, you can calculate the dollar cost for each aircraft type’s activity (see the top half of Figure 2). At this point, the quantity structure is complete and ready to support the activity-based resource planning process. (We don’t show consumption of activities by cost objects since it adds no value to the illustration. Also, fixed and proportional costs will always be reflected on activities, but we omit them here for simplicity. Quantities, not values, are used in ABRP, so the omission of values in Step 3 has no effect on the planning result in Step 4.)

Step 3: Determining Planned Resource Output Demand

Given the planned utilization for each aircraft type for the future fiscal period, you can calculate new demand for cabin crew hours. Using the unit standards previously established, new demand for cabin crew hours is 60,000 (8 × 7,500) for the A7X7 and 180,000 (24 × 7,500) for the A7Y7. Total demand for the future period is 240,000 (60,000 + 180,000) cabin crew hours (bottom half of Figure 2).

Step 4: Converting Planned Resource Output Demand into Monetary Equivalents

Finally, having determined the new demand for cabin crew output, you can convert the output to planned costs by resource element using the unit standards established in Step 1. The new plan for the cabin crew resource pool is shown in Table 4.

ADVANTAGES OF THE ABRP APPROACH

Activity-based resource planning indicates total expected cabin crew cost as $10,600,000. Traditional ABB, on the other hand, indicated $12,720,000. This discrepancy of $2,120,000, or 20%, occurs for the following two reasons:

· RCA properly accounts for excess/idle capacity. ABRP decreases the excess capacity account (Table 3) under the planning scenario to compensate for increased cabin crew demand. ABB increased all cabin crew costs. (The cabin crew example could be seen as a stalking horse since some ABC approaches treat excess/idle capacity differently. But none of these methods properly accounts for excess/idle capacity.)

· RCA accurately reflects the nature of cost of the invested resource base. Fixed costs are a detriment to traditional ABB. Primary fixed costs (allowances) and secondary fixed costs (HR and floor space) are increased in activity-based budgeting but not with activity-based resource planning. The enhancements that result from incorporating resource consumption accounting principles into a planning method, ABRP in this instance, offer the following advantages:

· You can have an accurate projection of monetary equivalents for planning scenarios based on activities and outputs.
· You have the ability to perform reconciliation of demand for and supply of resources’ outputs in a proactive manner.
· You have superior decision support for incremental investment decisions based on insights related to resource demand and the nature of cost of the resource pool in question.
· You can glean detailed resource-related impacts of particular planning scenarios from the information—e.g., training requirements or compliance with statutory requirements around rest time.
· You can derive a comprehensive and accurate monetary plan by reversing the entire quantity-based RCA cost model, including all simultaneous support relation-ships (see Figure 3).

ACCURATE PROJECTIONS

By combining resource consumption accounting principles with traditional activity-based budgeting, activity-based resource planning is able to provide accurate projections of resource demand and resource-related costs as well as properly account for planned excess/idle capacity. These characteristics of the approach also serve as the foundation for organizational control, the subject of our next article.

Anton van der Merwe is a director at PricewaterhouseCoopers in their management consulting practice. He specializes in ERP system implementations and has more than 13 years’ experience in this field, with an emphasis on cost accounting and decision support. You can reach Anton at anton.van.der.merwe@pwcglobal.com or (513) 361-8172.

David E. Keys, CMA, CPA, is Household International Professor of Cost Management at Northern Illinois University. He has written more than 50 articles and five books on cost management, several of which are Consortium for Advanced Manufacturing-International (CAM-I) related. You can reach him at (815) 753-1538 or dkeys@niu.edu.
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Reading 15-6: RCA at Clopay—Here’s Innovation in Management Accounting with Resource Consumption Accounting
by B. Douglas Clinton and Sally A. Webber


An emerging cost method, Resource Consumption Accounting (RCA) produces more accurate results compared to traditional cost methods and provides more detailed information. But is dealing with more details worth it? Is the view worth the climb? Based on the results from a pilot application at Clopay Plastics Products Company, we think it is, especially in light of the recent economic downturn where paying closer attention to resources and properly accounting for their consumption are more important. Because of the accurate and detailed information RCA provides, decision makers have the information they need to help them fulfill company strategies.

Based in German cost management principles as found in Grenzplankostenrechnung (GPK), RCA works well with enterprise resource planning (ERP) systems, capturing information at the lowest level (such as the manufacturing point) to accurately determine costs. It digs down to the resource level—for instance, costs related to the machine the product is manufactured on, the laborers on the line, electricity to run the machine, etc.—to provide high-quality underlying information in the system. Traditional systems typically provide distorted cost data and just don’t produce the kind of detail available with RCA. When a manager faces a special decision, such as whether to outsource or to make a product, they should feel confident that RCA is providing accurate data to support the decision. The most recent survey information we have (the 2003 IMA/E&Y study, published in the July 2003 issue of Strategic Finance) tells us that 98% of managers don’t trust the underlying data in their current management accounting system. Something has to change.

Here we highlight Clopay’s real-world experience with an RCA cost management system on a pilot basis. The RCA pilot data provides increased product cost accuracy and facilitates capacity management, among others. Let’s begin with a quick look at the company and what RCA does.

CLOPAY PLASTICS COMPANY

Headquartered in Cincinnati, OH, Clopay has U.S. film manufacturing operations in Augusta, Ky., and Nashville, Tenn., as well as others in Germany and Brazil. The company manufactures plastic products, such as film, that are sold to consumer product companies for use in hygiene and healthcare products. In addition to providing innovation in the plastic film industry, Clopay has pursued progressive cost accounting methods that led to their involvement during the first quarter of 2002 in the Resource Consumption Accounting Interest Group in the Consortium for Advanced Manufacturing-International (CAM-I). This group meets quarterly to discuss and produce white papers and other “deliverables” regarding applications of advances in managerial accounting tools and concepts in manufacturing and other industries. (You can visit www.cam-i.org for more information on this not-for-profit, cooperative membership organization.) As a result of these discussions, Clopay agreed to provide a pilot application of RCA principles in their Augusta, Ky., operations.

The Clopay Augusta plant manufactures 200 products in 60 product families that have historically resulted in approximately $70 million in annual revenue from the healthcare and personal hygiene markets. Beyond the manufacturing area, there are five departments that support the Augusta operations, including shipping, materials management, quality assurance, plant maintenance, and administration.

Before the RCA pilot, the Augusta Clopay plant used a traditional standard costing system and generally based their standard product costs on planned machine hours and sales in pounds. They allocated support department costs to the production departments using the direct method based on various allocation bases including machine hours, pounds produced, purchased pounds, and headcount in each production department. These costs consisted of indirect labor, support labor, office supplies, and other depreciation. Production departments then added their own overhead costs to the fully absorbed support costs in creating a standard cost for overhead.

RESOURCE CONSUMPTION ACCOUNTING

As RCA is rooted in German cost methods and quantity-based activity-based costing (ABC), it uses a comprehensive management accounting information systems approach that allows the integration of both resource and activity analysis. It is fundamentally resource based, providing cost assignment from resources to cost objects as properly attributable based on causality. Drivers used for cost assignment, however, can be either traditional (e.g., labor hours) or activity based. RCA doesn’t force an activity-based assignment where deemed inappropriate, but it uses the cost assignment logic necessary to achieve properly attributable costs.

Cost management methods have developed differently in the U.S. than in German-speaking countries. Their evolution has developed on the strength of the American capital markets system giving more emphasis to financial accounting and external reporting. Because of this, U.S. management accounting systems aren’t as sophisticated as those in some other developed countries of the world. Thus, American cost management could benefit from integrating some German systems best practices with those of their own. In fact, many of the best practices are evidenced by RCA. Table 1 shows a list of some important RCA benefits, a brief summary of how some of those benefits were realized specifically by Clopay, and a comparison to the common features of U.S. cost management systems. Major RCA concepts include important features in three central areas: resources, quantity-based cost assignment, and the nature of costs. Although it’s difficult to quickly explain all RCA principles, the sidebar on p. 24 provides a snapshot of them, and you can find a general description in “Resource Consumption Accounting: The Next Generation of Cost Management Systems” at www.focusmag.com in Focus magazine’s Volume 5, 2002, edition.

PROBLEMS WITH CLOPAY’S PREEXISTING PRODUCT COSTING METHOD

Clopay’s preexisting costing system was a classic example of a full-absorption method creating the potential for fixed-cost death spiral effects where, for instance, if there’s idle capacity, the costs are spread over fewer units, making the cost per unit artificially higher. Related to this cost assignment mechanism were three main costing issues: impacts of unrelated changes on product cost, depreciation, and customer influences. The primary issue was that costs for individual products changed based on unrelated changes to other products or resource costs associated with other products. The treatment of rubber rollers was an example of this. Their direct cost under the preexisting Clopay product costing method was initially assigned to maintenance as a part of overhead. This cost was then allocated to all types of machines used in the extrusion and converting lines—rather than to the extrusion lines only—even though rubber rollers were just used on products going through an extrusion process. Similarly, given the method of fully absorbed support department cost assignment, changes from other, unrelated areas of production or support costs could change a product’s cost.

The second costing issue related to assigning depreciation costs based on financial accounting. Where two machines differ in terms of age and cost, the preexisting Clopay system allocates higher costs to products made on the new machine, even though the products made on the old machine could be very similar. In some cases, the actual cost of maintenance on older machines could result in a higher product lifecycle cost to the company than replacing them with new machines, but cost assignment doesn’t reflect this. That’s why marketing managers selling products made in departments using old, fully depreciated machines appeared more profitable. To the degree that incentive compensation is tied to profitability
or cost, this potential for cost distortion can result in counterproductive behavior on the part of managers.

Third, cost assignment affects customer and market issues as well. When product managers realized Clopay was going to eliminate or phase out a product, they lowered the selling price on alternate products or increased the volume of low-priced commodity products to increase volume for the remaining products. Given an expected decline in volume, managers knew those overhead cost dollars would be spread over a decreasing number of units and, in turn, would cause the cost per unit to increase, making the profit per unit decline. The result? This ineffective product costing system encouraged nonstrategic management actions and often resulted in “giving margin away.”

LOOKING FOR A SOLUTION

Clopay management recognized that they were relying on inaccurate cost information and intuition that unfortunately provided a poor substitute for strategic cost information. Moreover, the current system couldn’t simulate cost results given changes in resources such as an additional machine or upgrading an existing one. As a result, Clopay agreed to serve as an RCA case study to investigate the differences between RCA and its current system. For purposes of the RCA pilot application, the company didn’t consider some overhead costs such as information technology and corporate-level cost because of the timeline and workload constraints. Clopay also didn’t include changes that RCA would have made given batch-related information—setup costs related to the machines, for instance. We’d expect more significant changes given a full RCA application where batch costs undergo a more sophisticated materiality test. In addition, the Augusta Clopay operation wasn’t characterized by significant reciprocal relationships since only about 6% of total cost resides in support departments. Therefore, the misallocation of support department costs for the Augusta plant wasn’t expected to significantly impact cost accuracy. Reciprocal relationships among resource pools would likely have resulted in greater changes in the cost results for plants where such relationships are significant.

THE RESULTS

Clopay used RCA to create 23 resource pools for costs in two categories: general support and production departments. Using 23 resource pools as opposed to eight support and six production departments offered the opportunity to better trace costs by type into resource pools. More resource pools provided more detailed information, which made for more accurate data to use when making strategic decisions. This approach provided greater homogeneity than Clopay could achieve by using departments that contained a diversity of costs.

Figure 1 displays the relationships that define the Clopay RCA Cost Model. RCA assigns costs based on causality but doesn’t insist on using activity drivers for cost assignment where such drivers are either unnecessary to achieve accuracy or aren’t desired for some other purpose, such as achieving a greater understanding of processes or how to manage them.

RCA excluded fixed costs that couldn’t be traced based on causality—the largest of these costs were due to idle capacity, which resulted in a total of 6% fewer conversion costs assigned by RCA than with the preexisting Clopay cost system.

Clopay implemented additional RCA features by using replacement-cost depreciation for product-costing purposes and theoretical capacity for denominator volume. Using theoretical capacity resulted in under-absorbed overhead of more than $2 million (i.e., actual overhead was higher than the amount assigned). The effect of the smaller cost assigned based on using theoretical capacity was somewhat offset with the higher cost associated with replacement cost depreciation. Yet neither effect provided the largest difference in results—the largest was due to following the RCA logic in cost assignment.

As Table 2 shows, product costs changed considerably. The average total product cost changed by 14%, and individual product gross margin changes were as high as 218%. Although the significance of the individual item percentage changes varies depending on the size of the initial base amount, the average differences would be significant to most companies and their products. These changes resulted primarily from recognizing causal relationships in assigning support costs. An important result Table 2 doesn’t show is that the prices for more than 10% of the products didn’t cover their proportional costs. Given that costs were more accurately determined with RCA than with the prior system, this should cause the company to consider their price structure for these and perhaps other products.

CAUSALITY IS KEY

The most dramatic effect in the RCA application at Clopay was the proper recognition of causal relationships regarding support department costs and their proper assignment based on resources consumed. Causality is the key principle to proper cost assignment relationships, and RCA requires it.

One relationship mentioned earlier involved rubber rollers where machines that didn’t even use the rollers were being charged for them. RCA changed that. Since the cost of rubber rollers was fully attributable to the machines used in extrusion, RCA assigned the cost correctly to only the extrusion cost pools. After all, the extrusion line used the rubber rollers while the conversion line didn’t.

Clopay also experienced a major shift from treating certain costs as fixed when they were innately proportional costs. Innate means the initial inherent nature of costs. For example, the Quality Assurance department cost was treated entirely as fixed under the preexisting Clopay product costing method. But the activities of the department, such as testing and product returns, consumed resources in a proportional manner. Because all Quality Assurance costs were treated incorrectly as fixed costs and allocated directly to production departments, the data revealed the company was overcosting low-volume conversion line products and undercosting high-volume extrusion line products. This outcome is opposite of what you’d expect when correcting for cost-assignment inaccuracy using traditional standard costing.

Using replacement cost depreciation should reduce the tendency for cost distortion between lines that employ new vs. old machines. Replacement cost depreciation restates the cost to reflect the economic reality of capacity management associated with fixed asset replacement. Using a supply-based denominator concept, such as theoretical capacity, provides a consistent cost that doesn’t change based on changes in other resources used elsewhere in the plant or changes in other products. Moreover, RCA assigns only the cost of the resources used. That is, excess/idle capacity is never allocated to products. Yet RCA makes E/I capacity visible to management so that they can do something about it, which is consistent with the capacity management framework RCA provides.

In summary, the RCA attributable cost concept assigned the cost to the correct cost pools. Properly recognizing the nature of the rubber rollers’ cost resulted in a significantly higher cost for products that only went through extrusion lines and lower cost for products that went through both extrusion and conversion lines. Replacement cost depreciation does a better job of reflecting the economic reality managers face, and using a supply-based denominator concept promotes consistency that results in better marginal analytic decision-making information.

MORE TO COME

The case study at Clopay illustrates the importance of and need for reliable management accounting system information. With RCA cost assignment, Clopay increased the fundamental reliability of management accounting information the system provides. In addition, the use of replacement cost depreciation and theoretical capacity mitigates the risk of changes in cost assignment due to unrelated changes elsewhere.

We’ve only begun to skim the surface of this topic, but if you’d like to read a detailed analysis of the Clopay case, turn to the Fall 2004 issue of Management Accounting Quarterly, which will be available online at www.imanet.org at the end of November.

B. Douglas Clinton, CPA, Ph.D., and Sally A. Webber, CPA, Ph.D., are associate professors in the Department of Accountancy at Northern Illinois University in DeKalb, Ill. You can reach Doug at (815) 753-6804 or clinton@niu.edu.
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Reading 15-7: Better Information through the Marriage of ABC and Traditional Standard Costing Techniques
by William W. Stammerjohan

Traditional standard costing and variance analyses have been subject to a great deal of criticism within academic circles, although they are used in industry. The purpose of this article is to introduce a set of improved standard costing techniques that provide additional relevant information for decision making within the contemporary manufacturing environment that is not provided by traditional standard overhead cost analysis.


Standard costing has long been criticized for being inflexible, motivating excess production, and failing to provide meaningful information on a timely basis. Although many academics see standard costing as an outdated technique designed for smokestack industries, a marriage of activity-based costing (ABC) and traditional standard costing techniques can provide relevant information within the contemporary, overhead-intensive manufacturing environment.

Few would argue that traditional standard costing and variance analyses fail to provide relevant information on costs that truly change with the number of units produced, such as direct materials and variable direct labor cost. Traditional standard costing and variance analyses, however, have severe limitations when used to analyze overhead costs. Given the increasing importance of overhead cost and the fact that the limitations of traditional standard costing arise primarily in the calculations and interpretations of the overhead variances, this discussion will be restricted to the analysis of overhead.

The most detailed overhead information provided by traditional standard costing techniques, as outlined in popular cost accounting texts, can be summarized as follows:

Variable Overhead Efficiency Variance—The variable overhead efficiency variance is calculated as the difference between the actual usage and the allowed usage of the assigned cost driver, given actual output levels, multiplied by a standard rate per cost driver unit. Unfavorable variances arise when more units of the cost driver are used than would be expected, given actual output level.

Variable Overhead Spending Variance—The variable overhead spending variance is calculated as the difference between the actual cost and the expected cost of variable overhead, given the actual usage of an assigned cost driver, such as production hours, labor hours, or labor dollars. Unfavorable variances arise when overhead spending exceeds expectations after controlling for the actual cost driver level.

Production Volume Variance—The production volume variance is the difference between applied fixed overhead and budgeted fixed overhead. This variance arises when actual output volume differs from the expected output volume. Unfavorable variances arise when actual output volume is less than budgeted output volume.

Fixed Overhead Spending Variance—The fixed overhead spending variance is the difference between actual fixed overhead and budgeted fixed overhead. Unfavorable variances arise when actual fixed overhead cost is greater than budgeted fixed overhead cost.1

ABC MOLDING COMPANY

The ABC Molding Company is an example of both the limitations of traditional standard overhead variance information and the improvements that can be gained by incorporating ABC techniques into the calculations. For the purposes of simplicity and clarity, consider a single injection molding machine and a single operator. The machine and operator are capable of producing 125 parts per hour, or 1,000 parts per eight-hour shift, when operating at full capacity. Although theoretical production over 20 eight-hour shifts should yield 20,000 parts per month, the expected production for the test month was 18,000 parts—after allowing the operator to perform two setups expected to require eight hours each.

There are three components of overhead costs: the cost of the operator, the cost of indirect materials (cleaning solvent), and the cost of utilities (electricity). The operator sets up the machine to produce various parts and then monitors the machine during production runs. Cleaning solvent is used as part of each setup, and electricity is consumed primarily during production runs.

The actual production in the test month was 16,000 parts. The operator performed four setups and worked a total of 160 regular hours and 10 overtime hours. The operator monitored the machine for120 production hours and spent the remaining 50 hours performing the four setups. See Table 1 for comparisons. 

THE LIMITATIONS OF TRADITIONAL
STANDARD OVERHEAD COSTING
VARIANCE ANALYSIS

If all three overhead items were treated as unit-level variable costs, traditional standard overhead cost variance analysis would allow 128 production hours (16,000 parts/125 parts per production hour) and 14.2 setup hours (16,000 parts @ one setup for each 9,000 parts = 1.78 setups @ eight hours per setup).

The variances based on traditional standard variable overhead analysis are presented in Table 2. The flexible budget amounts are presented in the far right-hand column. The actual costs are presented in the far left-hand column. The expected overhead costs based on the actual cost driver levels are presented in the middle column. In this example, assume that the information system is capable of tracking the number of setup hours and production hours separately. If this were not the case, the resulting information would be even more distorted than what is presented because the operator cost efficiencies, including both setups and production, would be combined in a single number.

These results illustrate how treating batch-level costs (setup costs) as unit-level variable costs can distort and conceal information within the tradition- al efficiency variances. While the favorable efficiency variances correctly reflect the efficiencies obtained by producing 16,000 parts in eight fewer hours than expected (120 hours versus 128 hours), the efficiency variances associated with the two batch-level costs are highly distorted. The $768 unfavorable operator efficiency variance results from performing 2.22 extra setups (four setups versus the allowed 1.78 setups, given actual production) and from using more hours than expected to perform the four setups (50 hours versus 32 hours, four setups @ eight hours per setup). The $256 unfavorable efficiency variance associated with the solvent results from performing the 2.22 extra setups, and it hides the fact that each setup was performed with less solvent than expected (16 gallons versus 24 gallons, four setups @ six gallons per setup). These efficiency variances conceal the true efficiencies/inefficiencies. Treating batch-level costs as unit-level costs results in an unrealistic expectation of partial setups, and it unrealistically treats extra setups, which may have had legitimate business motivation, as inefficiencies. The unfavorable solvent efficiency variance and unfavorable solvent spending variance conceal the fact that solvent cost per setup was actually less than expected. These limitations may prevent management from investigating an important factor: whether the more expensive solvent ($60 per gallon versus $48 per gallon) led to the $48 per setup savings because less solvent was needed to perform each setup than had been expected (four gallons per setup versus six gallons per setup).

The second source of concealed information resulting from the traditional variances presented in Table 2 lies within the spending variance associated with electricity cost. Although this cost is a true unit-level variable cost, the $456 unfavorable electricity spending variance conceals the fact that this variance is caused by two separate factors. It arises from an increase in the price of electricity ($0.07 per kilowatt hour versus $0.06 per kilowatt hour) and by the fact that the machine consumed 4,800 more kilowatt hours than would be expected, given the hours of operation (16,800 kilowatt hours versus 12,000 kilowatt hours, 120 hours @ 100 kilowatt hours per production hour). Failing to separate these two factors may preclude management from addressing a problem that could be corrected easily (the electrical efficiency of the molding machine) because it is hidden behind a problem that may be outside management control (utility prices).

A separate set of limitations that arises when batch-level costs (operator setup cost and solvent setup cost) are treated as fixed-overhead cost is presented in Table 3. The amount of each fixed overhead item that would be applied to production based on actual output level is presented in the far right-hand column. The actual overhead costs are presented in the far left-hand column, and the fixed-overhead budget amounts are presented in the middle column.

Both unfavorable production volume variances arise from producing 2,000 fewer parts than expected. The limitations arise from combining the results of legitimate business decisions (number of setups), true efficiency information (number of hours and gallons per setup), and price information (cost per operator hour and cost per gallon) into the traditional spending variances. While treating these as fixed costs no longer results in an unrealistic expectation of partial setups, the resulting spending variances do not produce useful information for decision making because several, possibly opposing, factors are reported as a single number. The $730 unfavorable spending variance associated with the cost of the operator performing setups arises from performing two extra setups, using excess hours to perform each setup (50 hours versus 32 hours, four setups @ eight hours per setup), and operator costs that are one dollar per hour above expectations ($21 per hour versus $20). The $384 unfavorable spending variance associated with the solvent cost arises from performing two extra setups, using less solvent than expected (16 gallons versus 24 gallons, four setups @ six gallons per setup), and from paying more than expected for each gallon of solvent ($60 per gallon versus $48 per gallon).

ABC STANDARD OVERHEAD ANALYSIS

The variances produced by combining ABC and traditional standard costing techniques are presented in Tables 4 and 5. The analysis of the two unit-level variable costs is presented in Table 4, and the analysis of the two batch-level costs is presented in Table 5. These results illustrate the ability of these more refined variances to overcome the limitations we have discussed and demonstrate the ability of these variances to produce valuable information for decision making.

The analysis of the operator cost associated with production demonstrates that limitations of the traditional techniques do not extend to the unit-level variable cost that is driven by a single, basic cost driver (production hours). Both the traditional and ABC analysis result in a $160 favorable efficiency variance due to spending fewer hours on production than expected and a $120 unfavorable spending variance because the operator cost exceeded expectations by one dollar per hour.

In contrast, the other unit variable cost—electricity—demonstrates the advantage of the more refined analysis when a single variable overhead cost is driven by both a basic cost driver (production hours) and a second-level cost driver (hourly electrical consumption). By monitoring the number of production hours and the consumption of electricity, this analysis separates the cost reduction gained by producing 16,000 parts in fewer hours than expected ($48 favorable basic cost driver efficiency variance) from the cost resulting from consuming more electricity than expected for 120 production hours ($288 unfavorable second-level cost driver efficiency variance) and from the cost of paying more for each kilowatt hour than expected ($168 ABC unfavorable spending variance). These variances provide information that allows management to concentrate their efforts on factors that could improve company performance. They can explore the reasons behind the basic cost driver efficiency, such as why the operator was able to produce more than 125 units per production hour during the test month, and determine if these efficiencies could be repeated in subsequent months and/or carried over to other operators and shifts. They could also determine the reason for the inefficiency of the second-level cost driver, electrical consumption, and determine if this could be corrected.

Analysis of the two batch-level costs presented in Table 5 reveals the importance of calculating variances based on flexible budgets based on the number of parts produced and on the number of batches produced. The batch size variances ($356 unfavorable and $640 unfavorable) highlight the fact that the setup cost per part increases when parts are produced in smaller batches (4,000 parts per batch versus an expected 9,000 parts per batch). These variances could result from inefficiencies (inefficient scheduling) or from legitimate business considerations (meeting specific customer demands). Having these separate dollar amounts allows management to either address the inefficiency or calculate the true cost of meeting customer demands.

True efficiency variances result from calculating a basic cost driver variance as the differences between the number of hours consumed by the four setups versus the number of hours expected to perform four setups, and between the number of gallons of solvent consumed by the four setups versus the number of gallons expected to be consumed by four setups. The $360 unfavorable operator cost variance arises because 18 more hours than expected were used to perform the four setups (50 hours versus 32 hours, four setups @ eight hours per setup). The $384 favorable second-level solvent cost efficiency variance arises because eight fewer gallons of solvent than expected were used to perform the four setups (16 gallons versus 24 gallons, four setups @ six gallons per setup). This analysis also results in spending variances that are strictly related to prices. It reveals a potential savings to the company if management can determine that the more expensive solvent was responsible for the decreased consumption. Although the actual cost per gallon of solvent was higher than expected, the solvent cost was $48 per setup less than expected ($240 per setup versus $288 per setup, four gallons @ $60 per gallon versus six gallons @ $48 per gallon).

SYSTEM BUILDING BLOCKS

The simple examples described in this article lay the groundwork for marrying ABC and traditional standard-costing techniques to produce more useful information for managing contemporary manufacturing processes. The examples demonstrate that as manufacturing becomes more overhead intensive, the information limitations of variances produced by traditional analysis become more severe, and, therefore, the techniques described become more valuable.

This marriage of techniques does not represent the ultimate sophistication in overhead analysis, but it does represent the basic building blocks of a system capable of producing more relevant, more sophisticated information. One obvious extension would be to calculate both basic and second-level cost drivers for batch-level overhead costs. A second extension could include situations where efficiency variances based on a third-level cost driver might be applicable. And a third extension could include flexible budgets based on the number of products produced to provide relevant information on product-level costs.

Finally, to take full advantage of these techniques, it will be necessary for companies to continually update the standard quantities and the standard prices of inputs. The standard production hours, standard setup hours, and standard prices for labor, indirect materials, and utilities must be reviewed constantly because of continual improvement, learning curves, and business environment changes. Variances contain relevant information only when the standards are reasonable and current. Similar to other activity-based costing (ABC) and activity- based management (ABM) analyses, the information produced by these techniques should help management focus on potential areas for significant cost reduction. After truly understanding the full cost of performing setups, the company may not only focus on correcting the current inefficiency but may be motivated to find ways to reduce the number of setups or the cost of each setup.

Like many other management accounting techniques, these refined variances require information. While traditional standard overhead costing variances could be generated with information on the number of parts produced, the number of hours worked, the operator cost, the indirect materials cost, and the utility cost, these techniques require additional information. While tracking additional information—such as monitoring utility consumption for each machine—may require improvements to existing information systems, we may find, in many cases, that this type of information is already being captured by contemporary, sophisticated information systems.

The true benefits of the techniques described are that, like traditional standard costing techniques, they have the potential to effectively and efficiently provide useful information for decision making. Once these techniques are put in place, they can provide low-cost monitoring and a low-cost means of identifying potential profit-increasing improvements. 

William W. Stammerjohan, CPA, is an assistant professor of accounting at Mississippi State University in Starkville, Miss. He can be reached at (662) 325-1638 or wstammerjohan@cobilan.msstate.edu.

Note: 
1 Charles T. Horngren, George Foster, and Srikant M. Datar, Cost Accounting: A Managerial Focus, Tenth Edition, Prentice Hall, Upper Saddle River, N.J., 2000, pp. 253-276.
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Reading 15-8: No Equivocating—Expense Those Idle Capacity Costs
by Sid R. Ewer, Craig Keller and Stevan K. Olson


What are the manufacturing costs of inventory? And does the answer to this question differ across national boundaries?
It shouldn’t, according to the Financial Accounting Standards Board (FASB) and the International Accounting Standards Board (IASB). The FASB, as a part of its ongoing cooperative efforts with the IASB to harmonize accounting standards across international borders (especially where accounting principles—although differing— are very similar), issued Statement of Financial Accounting Standards (SFAS) No. 151, “Inventory Costs—an amendment of ARB No. 43, Chapter 4.” Issued in late 2004, SFAS No. 151 is intended to close one of the gaps that exist between International Financial Reporting Standards (IFRS) and U.S. Generally Accepted Accounting Principles (GAAP). As stated in paragraph A2 of SFAS No. 151, the Statement brings us closer to the goal of “a single set of high-quality accounting standards.” 
In 2009 the FASB replaced individual standards with its Accounting Standards Codification™ (ASC) for authoritative reference purposes. We’ll use “SFAS No. 151” in discussing these issues, but the wording of SFAS No. 151 can be found in the Codification in Section 330-10-30, paragraphs 1-8. 
The FASB doesn’t expect SFAS No. 151 to significantly affect inventory accounting. Perhaps the Board is right, but a number of companies in recent times have released considerable capacity upon which overhead rates had been calculated. That includes companies whose product demand is waning as they try to survive a competitive environment as well as companies that are thriving because they’ve leveraged effectively-advanced operational techniques and tools. Specific words that are used in official pronouncements that guide human behavior can have extraordinary consequences, even when the words in and of themselves seem inconsequential. With SFAS No. 151, it’s a case of specific words that were discarded.

A “Slight” Change in Wording
For fiscal years beginning after June 15, 2005, companies are subject to the changes brought about by SFAS No. 151 (see Table 1).
Only one section has changed considerably, and it has changed in two ways. The first change, which is less significant than the other, relates to the expanded discussion of what constitutes normal capacity. To keep SFAS No. 151 from requiring favorable production volume variances to reduce inventory costs but not allow unfavorable production volume variances to increase inventory costs (a criticism expressed by many respondents to the exposure draft), the FASB added a number of sentences to paragraph 5 of the Statement that recognize normal capacity as a range of activity.
The second—and more significant—change concerns the specific words expressing the need for idle facility and other abnormal production costs to be expensed as current-period charges. The FASB issued the new Statement to “clarify the accounting for abnormal amounts of idle facility expense, freight, handling costs and wasted material (spoilage).” ARB 43, Chapter 4, previously stated that companies may have to expense such items as long as they met the criterion of “so abnormal” (emphasis added by authors throughout). SFAS No. 151 requires abnormal amounts of facility expenses, freight, etc., to be expensed, regardless of whether they meet the criterion of “so abnormal.” SFAS No. 151 states, “...abnormal amounts of idle facility expense, freight, handling costs, and wasted materials (spoilage) should be recognized as current period charges.” “So abnormal” has been eliminated from the vernacular in inventory costing. In doing so, the FASB has also enhanced its efforts to move toward harmonization with IFRS, which neither prefaces the word “abnormal” with the word “so” nor includes the word “may.”
Ultimately, SFAS No. 151 states, “In periods of abnormally high production, the amount of fixed overhead allocated to each unit of production is decreased so that inventories are not measured above cost. The amount of fixed overhead allocated to each unit of production is not increased as a consequence of abnormally low production or idle plant.” SFAS No. 151 explains, “Examples of factors that might be anticipated to cause an abnormally low production level include significantly reduced demand, labor and materials shortages and unplanned facility or equipment downtime.” Paragraph 5A of the Statement says that “Unallocated overheads are recognized as an expense in the period in which they are incurred.” Gone is original wording that stated, “under some circumstances, items such as idle facility expense, excessive spoilage, double freight, and re-handling costs, may be so abnormal as to require treatment as current period charges...” etc.
The FASB contends it eliminated “so abnormal” because the phrase was too difficult to interpret. Perhaps the Board is correct, but we suspect that the words “may” and “so abnormal” had the effect of allowing companies to absorb costs into inventory that should have been expensed. Such words as “may” and “so” lend an air of equivocation that no longer exists with the changes brought about by SFASNo. 151, and the changes have occurred at the same time as an unprecedented amount of corporate downsizing.
Corporate giants like General Motors and Ford have undergone, or are undergoing, massive layoffs due in part to significantly reduced demand, which of course leads to unplanned facility or equipment downtime. These are only two noticeable examples, but certainly not the only ones. Such companies don’t shut down entirely, but unless they abandon entire plants (which GM and Ford have done in some places), they have idle facility expenses at locations operating at reduced production, i.e., significant idle facility expenses. Under SFAS No. 151, proportionate expenses such as depreciation, insurance, and property taxes on unused portions of building and equipment, not to mention diminished but still ongoing utilities and maintenance costs, shouldn’t be charged to production but instead expensed as current-period charges. Supposedly this isn’t different from what ARB 43, Chapter 4, called for, but again it used the words “may” and “so abnormal,” which have been removed in SFAS No. 151.

Amelioration of Current Expense
We can see four ways in which companies may ameliorate the need to charge as current-period expense the ongoing costs related to abnormally low production or idle plant. First, finding alternate uses, production, or service for otherwise idle plants, property, and equipment alleviates the need to expense idle plant space currently and allows allocation of such costs to the alternate use(s). This was exactly the experience of one of the authors many years ago when a Midwest manufacturer of agricultural equipment with which he was familiar found itself with a decreasing market for its product. The company became the U.S.-outsourced manufacturer for a European manufacturer. Luckily, as the demand for its own product decreased, U.S. demand for the European company’s product increased. Other issues of cost allocation fairness arose, but these issues weren’t related to SFAS No. 151.
Second, if entire plants are shut down and put up for sale, the property is no longer in productive use and should be reclassified from property and plant in use to an investment category, which would remove the fixed assets previously involved in production from a company’s depreciation schedules. 
Third, it’s possible that an expense of another kind will occur that would ameliorate expenses, at least in future periods, from abnormally low production. If a company determines an asset impairment has occurred, a write-down because of the impairment may be appropriate, which would reduce the base on which fixed facility costs would be expensed because of abnormally low production. The company would incur a large charge to current operations in the year of the impairment, but future periods are, to a large degree, unburdened by idle facility expenses. Asset impairment rules, however, don’t cover the periodic expenses of maintenance, insurance, property taxes, etc.
Finally, in some circumstances, lower of cost or market rules for inventory valuation may render the issue moot. If a company defers idle facility costs and other such expenses into its inventory assets, the costs, if too excessive, may cause recorded inventory amounts to exceed their market values. The company would wind up charging the current period anyway with costs attributable to idle plant and other such costs. This is a more likely event if abnormally low production has occurred because of significantly reduced demand for the product. The lower of cost or market rule is also one in which U.S. GAAP and IFRS diverge. Currently under U.S. GAAP, firms that lower the basis of their inventory to market can’t subsequently raise the cost back to the original basis under any circumstances. IFRS allows this type of reversal.

The Costs of Thriving
What about companies that have successfully reduced production costs because of advanced cost management techniques, such as activity-based costing, resource consumption accounting, and Just-in-Time inventory management practices? These techniques often reduce the use of existing plant space in production activities. Sometimes these practices free up enormous plant space. Are the costs applicable to freed-up plant space still necessary to make the product? Enlightened companies don’t count such costs as a product cost internally, but do they—or do their auditors require or allow them to—defer these costs into inventory assets for external financial reporting?
Are such costs inventoriable? The answer: No more than idle facilities costs that are idle because of decreased demand for the product previously produced in the plant. Companies sometimes favor deferring such costs into the inventory asset that won’t be expensed until the inventory asset is sold, reflecting a management propensity to focus on immediate financial returns. If those facilities are actually used to produce the inventory asset, GAAP requires that those facilities’ costs be a part of the inventory asset. But can a company justify allocating entire plant costs to inventory production even when the entire plant is no longer dedicated to inventory production activities? SFAS No. 151 would seemingly say no.
On the other hand, SFAS No. 151 defines normal capacity as a range of activity. But normal capacity refers to a company’s budgeted production level in physical units and relates to the denominator, not the numerator. Capacity costs are the numerator to normal capacity’s denominator. So could a company argue that normal costs include plant costs in their entirety even if substantial parts of the plant used productively in the past are no longer needed because there is the potential for plant utilization in its entirety in the future? On the surface it may seem that SFAS No. 151 will better handle the problem of demand-caused manipulations of overhead costs, but closer examination reveals that no such goal is accomplished because the standard of normal is based on production rather than sales. SFAS No. 151 doesn’t address the buildup of inventory levels through excess production. The new stricter Statement may encourage this buildup instead of discouraging it if a company wants to avoid expensing idle facilities costs until the inventory is sold (or written down because of lower of cost or market rules).

A Boon or Burr to Professional Judgment?
Abnormally idle capacity costs have no place in inventory values. The FASB has stepped in the right direction by reducing at least some doubt as to what constitutes “abnormal” and eliminating the hedging words of ARB 43. SFAS No. 151 and the Codification rightfully leave intact management discretion and the need for affected parties to exercise professional judgment. The FASB expects SFAS No. 151 to cause little significant change in company inventory accounting practices. The FASB may be right industry-wide, but responsible accountants in companies that find themselves in situations to which SFAS No. 151 applies will find the “slight” wording changes of SFAS No. 151 significant to the exercise of their professional judgment.

Sid R. Ewer, CMA, Ph.D., is a professor of accountancy in the School of Accountancy at Missouri State University in Springfield, Mo., and a member of IMA’s Greater Ozarks Chapter. You can reach him at (417) 836-6354 or srewer@missouristate.edu.

Craig Keller Ph.D., is an associate professor in Missouri State’s School of Accountancy and a member of IMA’s Greater Ozarks Chapter. He can be reached at (417) 836- 8470 or craigkeller@missouristate.edu.

Stevan K. Olson, CPA, Ph.D., is a professor of accountancy at Missouri State and a member of IMA’s Greater Ozarks Chapter. You can reach him at (417) 836-5697 or stevanolson@missouristate.edu.
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Reading 15-9: Idle Capacity Costs: It Isn’t Just the Expense
by Bruce Bettinghaus, Arinus Debruine, and Parvez R. Sopariwala


Based on the changes in accounting for inventory costs created by Statement of Financial Accounting Standards (SFAS) No. 151, “Inventory Costs—an amendment of ARB No. 43, Chapter 4,” Sid Ewer, Craig Keller, and Stevan Olson argued in a 2010 Strategic Finance article that more firms should be recognizing a line-item expense for the cost of abnormal idle capacity.1 We agree with their arguments that companies producing at an abnormally low level should not include the amount of unused fixed costs in the value of inventory produced, but we do not believe that they went far enough in advocating for improved disclosure of these costs of idle capacity. We further argue that the current standard does not go far enough.
For many companies, the amount of abnormal unused capacity is not a material amount, but what many users of financial statements would be surprised to discover is the level of normal unused capacity. Consider the example of two firms, each which usually operates at less than 100% capacity. Firm A consistently operates at 95% capacity utilization (CU), and firm B consistently operates at 75% CU. If each of these firms had a down year and operated at 5% less, Ewer, Keller, and Olson would suggest that the companies each record a period expense of the 5% of fixed costs that they did not use that year. While this would be a step in the right direction, we believe that recording a period expense of 10% of fixed costs for firm A and 30% of fixed costs for firm B would be much more informative to investors and would be strong motivation to the managers of firm B to trim (or justify) their capacity costs.
The current standard that calls for the reporting of abnormal idle capacity seems to result in no disclosure, even when idle capacity is quite large. We were surprised to find out that of the two U.S. and two Japanese companies we reviewed for this article—General Motors (GM) and Ford, headquartered in the United States, and Toyota and Honda, headquartered in Japan—only Toyota included any mention of SFAS No. 151 as part of its footnote on newly adapted SFAS. Not surprisingly, Toyota anticipated that the new rule would have no material impact on its financial statements.
Additionally, we argue that the recognition of the expense is not enough because not all expenses are created equal. If a company’s unused capacity is primarily depreciation, then it has little impact on future operations. But if the expense for idle capacity primarily includes charges for taxes, utilities, insurance, and fixed labor costs, then these cash outflows preclude the company from investing in other activities that would bring it future returns.
Finally, we agree with Ewer, Keller, and Olson that if a firm has separable asset groups that are idle, it should not include these assets in property and plant but should report them in an investment category. We believe that a complete standard should require companies to recognize the expense on the income statement and the idle assets on the balance sheet and, perhaps most important, to include a footnote disclosure detailing the breakdown of the expense between cash flows and accruals.2
To support our arguments, we analyzed the four automakers. This analysis demonstrates that capacity utilization is informative in predicting future operating profitability. We find that changes in current year CU are negatively related to the next year’s gross margin. If investors were given this information in a timely fashion, they would be better able to predict the future cash flows of the firm. We also provide data on idle capacity for General Motors North America (GMNA) operations for 2002 through 2008. During this period, GMNA reported losses of $27.6 billion, and, at the same time, the costs of its idle capacity totaled at least $32 billion. This demonstrates that, at least for GM, these costs clearly are material.

ARE CAPACITY UTILIZATION RATES RELEVANT TO INVESTORS?
Under an accounting system that assigns excess capacity costs to current production and an incentive system that rewards short-term decision making, companies produce more vehicles than they can sell. In a 2011 article, Alexander Brüggen, Ranjani Krishnan, and Karen Sedatole found that, compared to one-year-ahead forecasted production numbers, the Big Three automakers increase production by one-half percent for each one percent increase in excess capacity.3 Because this extra production needs to be moved, they argue that such excess production increases the need for advertising and price discounting. They find a positive relationship between excess production and advertising expenditures, rebate percentages, and inventory build-up. Finally, they argue that the price discounting damages brand image—an intangible asset that the current accounting system ignores. Brand image is important to companies and investors to the extent that it translates into company value and share price.
Even as current price discounting affects brand image negatively, it also affects a company’s current performance. Together with increased inventory carrying costs associated with excess production, current price discounting should affect current selling prices and current gross margins negatively. Of course, selling prices may also decrease as—over time—companies change the lineup of vehicles they produce. In addition, if, over time, there is a move toward smaller vehicles that demand lower selling prices without a proportionate decrease in production costs, then gross margins will decline as well. But if price discounting drives down gross margins, then a review of the auto industry’s performance and production numbers should reveal that relationship.
To test the relationship between current and future gross margins, we obtained select capacity, production, and sales volume data from AutomotiveNews.com and PWC Autofacts for GM, Ford, Toyota, and Honda over nine years.4 The time period we studied was from 1999 through 2007, which resulted in 36 company-year observations.
The gross margin data for those company-years came from the COMPUSTAT database. Our review of the data from those auto manufacturers found that current-year excess production (and thus current-year higher capacity utilization) was associated with current year and next-year gross margins. Our results support the hypothesis that companies’ gross margins suffer while they produce and sell more vehicles than the market can sustain.
The results of our study are based on normal capacity utilization numbers. We believe that capacity utilization numbers should be based on practical or even theoretical capacity, which we suspect would significantly decrease the reported capacity utilization for the domestic auto manufacturers. Because such numbers currently are not reported, we can only speculate how those utilization numbers would have affected the relationship between production and reported gross margins. Armed with the knowledge that low capacity utilization fuels excess production that lowers gross margins, we believe that capacity utilization disclosures of any kind will alert investors—and thus company management—to the need for bringing these numbers in line with the rest of the industry.
The current accounting system rewards behavior that affects current and future gross margin levels negatively. Because (projected) gross margin factors heavily into the determination of company value and share price, company executives and investors should pay close attention to production and capacity levels. A change in the accounting for idle capacity costs would result in costs that are not affected by production levels, thus breaking the link between excess capacity and excess production and averting the downward spiral effect of rewarding dysfunctional behavior.

IDLE CAPACITY AT GMNA
We use the North American Operations of General Motors Corporation to illustrate the current treatment of the cost of idle capacity (i.e., no recognition). We compare this to our recommended treatment, where the cost of idle capacity is recognized as a separate line item in the income statement for financial reporting. Our goal is to demonstrate that the normal costs of idle capacity are quite large and that, by anyone’s definition, they meet the materiality standards for recognition.
We compiled GMNA’s sales revenues, pre-tax net incomes, and two-shift rated capacity utilization ratios for fiscal years 2002 through 2008 from GM press releases reporting the unaudited annual results.5 During this period, GMNA was responsible for 58% to 75% of the entire company’s total auto revenue. GMNA was profitable in the first three years of this period but was in a loss position for the remaining four years. During the whole period, it operated between 75% and 92% of capacity based on the capacity potential of two shifts per plant. While GM reports its capacity as a percentage, it does not calculate a dollar value for the unused capacity. Using both press releases and annual reports, we were able to estimate the dollar value of fixed costs for GMNA to be between $40 billion and $29 billion (see Table 1).
We also extracted GMNA’s pro-forma income statements for fiscal years 2002 through 2008 from GM’s press releases, which revealed that GMNA lost about $27.5 billion during that time. We use the reported capacity utilization ratios and our estimates of total fixed costs to separate total costs into the cost of resources used and the cost of idle capacity.6 These estimates of idle capacity range from $2.5 billion in 2006, when GMNA had made drastic cuts in fixed costs, to $7.3 billion in 2008, when GMNA sales fell by more than 25% from the year before (see Table 2).
Over the period of fiscal years 2002 through 2008, GMNA’s total operating income, i.e., sales revenue less the cost of resources used to earn the sales revenue, was about $4.4 billion, whereas its cost of idle capacity over the same period was about $32 billion. These amounts are clearly material to the interpretation of financial performance. Might General Motors Corporation have taken, or been forced to take, the appropriate corrective actions to reduce its idle capacity and avoid bankruptcy if financial reporting had required disclosure of the cost of idle capacity?

WHY CASH FLOW IS IMPORTANT
Operating expenses on the income statement represent the variable and fixed costs incurred (or allocated) to generate that period’s revenues. Some fixed costs represent outlays in prior periods (e.g., capital investments), some represent outlays in future periods (e.g., postretirement costs other than pensions), and the remainder represent current outlays (e.g., labor costs, insurance, utilities). Costs representing prior-period cash outlays, such as depreciation, are sunk; most other fixed costs represent current and future cash outflows, which compete with those meant for other purposes, such as reducing debt or paying dividends. This section will illustrate that, in the years before 2008, the domestic automakers faced proportionately more current and future cash outlays related to their excess capacity than did their “transplant” competitors. (Transplants are companies owned abroad with plants in the United States.)
During the 1980s, the UAW negotiated the installation of a Jobs Bank with the Detroit Big Three—a program under which laid-off workers would continue to receive up to 95% of their wages; that lasted until the end of 2008.7 At that time, domestic car makers required 40 to 50 hours to build a typical vehicle— almost twice the hours required by the Japanese.8 The Jobs Bank program effectively converted labor costs from a variable cost to a fixed cost. During the time period under study here, the Jobs Bank participation approached 15,000 in early 2006 when the labor force at several factories converted to that program.9 At the same time, and in order to protect high-paying jobs, the UAW resisted the introduction of capital-intensive robotics already used in the U.S. plants of Japanese and German car manufacturers. While more than two-thirds of the transplants’ production lines accommodated different vehicles, only one-third of the Big Three plants were expected to get similarly equipped by 2005.10Taken together, this suggests a significant difference in the makeup of the fixed costs at U.S. plants when comparing domestic to foreign automakers. Fixed costs at the domestic plants require more current and future cash outlays than those at the foreign automaker plants with more capital-intensive assembly lines. Except as outlined in the next paragraph, this difference in cash outlays for fixed costs applies equally to the fixed costs associated with excess capacity. Moreover, if the domestic automakers have more excess capacity than the foreign automakers, then their cash outlays associated with the excess capacity still would be higher.
GMNA’s annual fixed costs from 2002 through 2008 ranged from $29 billion to $40 billion. Its depreciation ranged from about 12% to 20% of its annual fixed costs during this period. Using the reported depreciation and our estimated fixed costs, we calculate how the cost of idle capacity was divided between current and future cash flow. On average, only 17% of the estimated $32 billion was depreciation, which leaves $26.5 billion that GMNA lost in cash over this period. To illustrate how this translates to the cost of each vehicle, we look at a single year: 2005. In that year, GMNA produced 4.6 million vehicles and sold 5.1 million vehicles. Based on its two-shift capacity utilization, its idle capacity costs took away about $650 in current and future cash outlays from each vehicle sold—cash outlays that the transplants did not face and that could have been used to lower prices, pay down debt, make investments in new technology, or pay dividends (see Table 2). Instead of dedicating all current and future cash outlays to current and future production, GMNA committed a substantial portion of its annual cash outlays to support its excess capacity. Besides having the cost of idle capacity shown separately from its cost of goods sold, it would be useful to require a further division of those idle capacity costs in the notes to the financial statements. Not all costs of idle capacity are incurred ranged from about 12% to 20% of its annual fixed costs during this period. Using the reported depreciation and our estimated fixed costs, we calculate how the cost of idle capacity was divided between current and future cash flow. On average, only 17% of the estimated $32 billion was depreciation, which leaves $26.5 billion that GMNA lost in cash over this period. To illustrate how this translates to the cost of each vehicle, we look at a single year: 2005. In that year, GMNA produced 4.6 million vehicles and sold 5.1 million vehicles. Based on its two-shift capacity utilization, its idle capacity costs took away about $650 in current and future cash outlays from each vehicle sold—cash outlays that the transplants did not face and that could have been used to lower prices, pay down debt, make investments in new technology, or pay dividends (see Table 2).
Instead of dedicating all current and future cash outlays to current and future production, GMNA committed a substantial portion of its annual cash outlays to support its excess capacity. Besides having the cost of idle capacity shown separately from its cost of goods sold, it would be useful to require a further division of those idle capacity costs in the notes to the financial statements. Not all costs of idle capacity are incurred equally, nor do they have the same impact on current and future cash outflows. Users reading such disclosures would realize that—at least in GMNA’s case—the majority of those idle capacity costs represent very real (and perhaps avoidable) cash outlays. In turn, this should encourage management to negotiate contract changes in a more timely fashion.

OUR STANDARD MEETS THE CRITERIA
The fundamental premise of our article is that a reporting standard that required a period expense on the income statement, a separate line item on the balance sheet for idle assets, and a footnote disclosure detailing the cash flow portion of the expense might have saved General Motors from bankruptcy if it and others had been required to disclose the cost of idle capacity in their financial statements.11 Such disclosure of the cost of idle capacity, which amounted to billions of dollars, might have prompted the automakers to fix the idle capacity problem instead of allowing it to fester until it was too late. We maintain that recognition of the cost of idle capacity would have been beneficial for the bankrupt automaker and would be beneficial for investors and creditors of all manufacturers in the future. We have seen where a new required disclosure changes managers’ real economic decisions. Perhaps the best example of this is the requirement to report a liability for postretirement benefits. After this standard became effective, employers moved quickly to curtail these plans.
The objective of financial reporting is to help investors and creditors assess the amount, timing, and uncertainty of future cash flows for the compoany.12 We believe that removing the cost of idle capacity, if material, from the cost of goods sold and reporting the two separately will meet this objective. We maintain that this separation is worthy of recognition, not just disclosure. Statement of Financial Accounting Concepts No. 5, “Recognition and Measurement in Financial Statements of Business Enterprises,” explains that to qualify to be recognized, an item should meet four criteria. The item should meet the definition of an element, be measurable, be relevant to financial statement users, and reliably represent the economics of the transaction.13 We believe that the reporting standard proposed earlier meets these four criteria.
The cost of idle capacity is a relevant figure for both managers and investors. Some companies calculate the information for internal purposes, and analysts spend their resources estimating the costs of idle capacity. The fact that analysts try to estimate this expense, combined with the predictive value, and the clear materiality of idle capacity costs tell us that this is relevant information.
Currently, outside analysts can measure this reliably enough to publish estimates of firms’ capacity, and investors rely on these estimates. The techniques to measure these costs would only benefit from the FASB’s due process of standard setting.
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Reading 15-10: A Guide to Integrating Revenue Management and Capacity Analysis
by Ronald J. Huefner


Call it the neglected topic. While revenue management has been popular in several industries since the mid- 1980s, you really have to search to find any mention of it in the accounting and finance literature. That is a bit odd considering that revenue management utilizes differential pricing and other techniques to influence customer demand for an organization’s products and services. Over time, both the techniques employed and the range of industries have expanded to the point where revenue management is now applied in a wide variety of organizations.
American Airlines is credited with introducing the practice of revenue management—then known as yield management—in 1985.1 The first low-fare airlines, most notably People Express, had appeared on the scene, posing a major threat to the established carriers. American did not consider matching the low fares across the board to be an option, as the revenue loss would be too great. Instead, it sought ways to target fare reductions to customers, times, and flights in a way that would most impact its new competitors while maintaining its normal price structure in other circumstances. Thus, American’s targeted price reductions tended to keep customers flying American. The strategy proved successful, and People Express and other new low-fare airlines did not survive for long.
Even after the competitive threat disappeared, however, yield management survived as a technique because it was seen as a way to maximize revenues and fill what would otherwise be empty seats by offering targeted price reductions. The technique spread to other airlines as well as other industries with economic characteristics similar to that of airlines, such as hotels, restaurants, and golf courses. Over time, the term yield management changed to revenue management.
Because revenue management is ultimately about generating additional revenue by selling unused capacity profitably, one of the important considerations in revenue management is an understanding and analysis of capacity. Specifically, this article addresses how the Computer-Aided Manufacturing—International (CAM-I) capacity model applies to revenue management.2

TRADITIONAL CHARACTERISTICS OF REVENUE MANAGEMENT
Organizations that have adopted revenue management techniques tend to share certain characteristics.3 They include:

· Capacity is fixed. The company cannot readily change either its total capacity or its response to changes in demand. An airline has a certain number of aircraft, each with a given seating capacity, deployed among various routes. Hotels have fixed numbers and types of rooms. Golf courses can accommodate only so many players each day. Capacity changes require some time and are usually costly. Of course, fixed capacity by itself is not unusual; virtually all organizations have a more or less fixed capacity.
· Service capacity is perishable. Unsold seats on a flight, vacant hotel rooms, empty tables at a restaurant, and rental cars remaining on the lot all represent permanently lost revenue opportunities. This characteristic is most common for service industries; product-based industries can usually inventory unsold goods for future sale, although some items, such as groceries and other perishables, are also short-lived.
· The cost structure includes high fixed costs and low variable costs. While this cost structure is not inherently necessary for revenue management, it was common among early users. If few costs varied with sales, most of the revenue gained from applying differential pricing fell to the bottom line, and the increase in profits was about the same as the increase in revenues. Assuming a high-fixed, low-variable cost structure was more a convenience than a necessity. Because incremental costs were minimal, revenue decisions could be made without concern for the cost side. For an airline, the flight crew, ground support, and aircraft operating costs will be largely unaffected by adding another passenger. Fuel costs will increase slightly, along with the cost of additional on-board refreshments, but little else will change. Taking on a few more passengers at reduced prices will generally contribute to profits—at least in the short term. Revenue management techniques can still be used where this cost structure does not apply, but greater attention must be paid to the profit margin on the increased revenues.
· Demand patterns are uncertain or time-variable. Demand often varies according to time and the whims of the consumer. An airline may fill its early-morning and evening flights with business travelers on same-day trips, but its midday and weekend flights may be underutilized. A resort hotel may be full on weekends but have lots of empty rooms during the week. A restaurant may have empty tables before 6 p.m. These situations are opportunities to attract customers to slower times by offering discounts or other incentives. Revenue management assumes that some customers are price conscious and can be induced to shift their business to the underutilized times if the price or incentive is attractive.
· The company is able to forecast its demand. Attracting additional customers to underutilized service times requires the ability to forecast demand by identifying when excess service capacity is likely to exist. Then the company must decide which customers should receive lower-priced offers. The goal is to attract potentially new customers, not convert existing customers who pay full price.

Although these five conditions were common among early users of revenue management, they are not required for revenue management techniques to be applied. Three of these conditions are fairly common to all businesses: fixed capacity, uncertain or varying demand, and the ability to forecast demand. The other two—a cost structure heavily weighted to fixed costs and perishable “inventory”—are more restrictive. These conditions are not inherently necessary, but they do make the application of revenue management easier. Added revenue approximates added profit if variable costs are minimal, and perishable capacity eliminates the consideration of inventory policy. As revenue management has grown in its applicability, companies lacking one or more of the above conditions have found ways of using these techniques.

DIMENSIONS OF CAPACITY MANAGEMENT
Concern with the analysis, costing, and management of capacity has been a long-standing issue in management accounting. One common issue is what to do with the cost of capacity that is not currently used. Should it be identified separately from product costs, or should it be incorporated into product costs even though the excess capacity is not needed for current production? Another common theme involves the efficient use of capacity. Over the past 30 years, several capacity-related management techniques have been developed, including material requirements planning (MRP), Just-in-Time (JIT) production, and the Theory of Constraints (TOC).
Throughout the capacity literature, two themes have dominated: how to account for the cost of unutilized capacity and how to use existing capacity in the most efficient way. Neither theme has a connection to revenue generation. There is, however, one technique that does relate to revenue management. The CAM-I model analyzes how capacity is used, including the question of how much of it is currently generating revenues. Developed by a group of large corporate and nonprofit entities, major CPA firms, and others, the CAM-I model is a useful tool for considering how additional revenues might be generated by changing strategies or policies relating to capacity utilization.4

CAPACITY ANALYSIS AND THE CAM-I MODEL
As mentioned earlier, revenue management is about generating additional revenue by selling unused capacity profitably. Thus it is essential to know what one’s capacity is and how it is currently deployed.
Capacity was easy to measure in the early applications of revenue management: the number of seats on a flight, the number of rooms in a hotel, the dining capacity of a restaurant, and so forth. When revenue management is applied to more complex organizations, however, a better model of capacity is needed. The CAM-I model analyzes the current use of capacity, with emphasis on physical capacity. But an organization’s capacity entails more than its physical assets. The “Four Ps” of capacity include physical, personnel, processes, and purchases:

· Physical capacity consists of buildings, equipment, vehicles, technology, and the like. Physical capacity is potentially available for use at any time.
· Personnel capacity is the people power needed to operate the organization. It is present only as management decides to provide it.
· Process capacity refers to the way business is conducted, and it plays a role in terms of how much business an organization can handle.
· Purchase, or supply, capacity is the organization’s ability to acquire all the goods and services needed to operate—in the right quantities, locations, and time periods.

The CAM-I capacity model focuses primarily on physical capacity, although it can be used for the personnel dimension as well. Capacity measurement begins with a notion of rated capacity, which is usually a 24/7/365 availability of physical resources. Time is the basis of measurement. The rated capacity is then classified into three segments: idle, nonproductive, or productive.5

Idle Capacity
There are various reasons why physical capacity may be idle. It may be said to be off-limits, meaning that some factor prevents its use. Laws or regulations may specify times when the business cannot operate; for example, bars may have opening and closing times set by law. Contractual provisions may allow a store in a shopping mall to operate only during hours when the mall is open. Physical limitations, too, may prevent use; a golf course cannot function at night or during snowy, northern winters. Sometimes, idle capacity is determined by management, which sets business hours. Thus, some off-limits idle capacity is mandatory while others are discretionary.
Capacity may be idle because it is considered nonmarketable, meaning there is insufficient demand to justify its use. For example, a grocery store may have too little demand during overnight hours to justify being open 24 hours a day.
Capacity also may be idle even when it is potentially marketable but management does not exploit the opportunity: a dinner-only restaurant that could be open for breakfast and lunch, for example. Marketable idle capacity suggests that unexploited—though not necessarily profitable—revenue opportunities exist.

Nonproductive Capacity
Capacity is nonproductive when the physical facilities are in use but are not producing salable goods and services, such as when a manufacturing operation is down for repair/maintenance or setup work. Producing defective goods or waste is also using capacity in a nonproductive way. A major nonproductive use of capacity occurs when the business is open and staffed—the physical capacity is in use—but it is not generating as much revenue as it could because customers are in short supply. This is called stand-by capacity. The physical facilities were designed to handle a given number of customers, but at times there are not enough customers.
Nonproductive time does not imply that the use of capacity is unnecessary; it simply means that the capacity is not generating revenues. An airline requires time for maintenance, loading and unloading passengers, waiting for a connecting flight to arrive, and waiting for planes to take off, but these activities do not generate revenue. The more time spent in these nonproductive activities, the less time is spent transporting passengers. While nonproductive time often can be managed, it usually cannot be eliminated.

Productive Capacity
Capacity is productive when it generates revenue by producing salable goods and services. Although this is certainly desirable, it is insufficient by itself. For instance, producing excess goods for inventory may not necessarily be a profitable use of capacity. The goal of revenue management is to increase capacity utilization and be profitable.
Here is an example of applying the CAM-I capacity model to a business: Sara’s Table restaurant is open for dinner only, six days a week. Service hours are from 5 p.m. to 9 p.m., but the restaurant is staffed from 4 p.m. to 11 p.m. to allow for setup, food preparation, dining service, and cleanup. The physical capacity of the restaurant is available 168 hours per week (24 hours times seven days). At most, productive use of the physical capacity is 24 hours per week (four hours times six days), depending on how full the restaurant is. Nonproductive time is at least 18 hours per week (the three hours daily of preparation and cleanup) plus any time that customers are not present during open hours. The restaurant is idle 126 hours per week.
Suppose that Sara’s Table could serve 150 dinners each evening during its regular dining times. In a typical week, however, an average of 105 dinners are served daily, or 70% of the maximum. The weekly capacity analysis is shown in Table 1. Each week, the physical facilities are productive 10% of the available time, nonproductive 15% of the time, and idle 75% of the time.

USING THE CAPACITY MODEL TO ENHANCE REVENUES
By analyzing physical capacity, we focus attention on how the physical resources are used. As pointed out, the goal is not just increased utilization but profitable utilization. Knowing how much of a business’s physical capacity is idle or nonproductive—and why—can point to opportunities for revenue growth.
What can Sara’s Table do to grow its revenue? On an average night, it is only 70% full. Pricing promotions, such as coupons or early-bird specials, could increase the number of customers, converting the nonproductive stand-by capacity into productive capacity. Management might also consider whether longer dinner hours or being open for lunch or breakfast would add enough revenue to increase profits. If Sara’s food-preparation (kitchen) capacity exceeds its food-service (dining) capacity, it could offer take-out or catering services. Physical capacity is expensive to acquire and maintain, yet Sara’s is using only 10% of its capacity productively.
Sara’s Table is similar to plenty of other businesses. Hotels, golf courses, theaters, rental car companies, and freight companies have fairly well-defined measures of their service capacity and can track how much of it is being utilized (or not being utilized). Manufacturing companies probably have some knowledge of their maximum output capability, given their machines and process times, although variations in product mix may complicate the measurement. Professional service firms, such as accountants and lawyers, may focus more on the service capacity of their personnel (discussed next), rather than their physical resources. For some business types, however, the analysis of physical capacity is more challenging, such as measuring how much of a retail store is being used effectively.
The CAM-I capacity model focuses on physical capacity; this is what the term “capacity” means to most people. Physical capacity is typically a major investment that represents a large fixed cost to most businesses, and it is not modified easily or quickly. But considering how a company would increase the utilization of physical capacity for greater revenue and profit also requires that we consider other dimensions of capacity as well. To make physical capacity operational typically requires personnel, processes, and purchases. Here is a look at each of these in more detail.

Personnel
Personnel are required to convert physical capacity into revenue. Aircraft cannot generate revenues by themselves; they require pilots, flight attendants, and ground crew, among others. Unlike physical assets, personnel staffing is discretionary and generally can be adjusted up or down easily. There is usually little if any idle personnel capacity because a business is not staffed if it is not open. Nonproductive personnel capacity may certainly exist, especially stand-by capacity—the business is open and staffed to serve customers, for instance, but the planned number of customers may not come.
We can use the CAM-I framework to analyze productive and nonproductive personnel capacity. Returning to Sara’s Table, assume there are 20 employees—a manager, cooks, other kitchen workers, servers, and and dishwashers—all working from 4 p.m. to 11 p.m. Table 2 shows how the total personnel capacity of 140 hours per day is distributed. There is no idle capacity for personnel because the restaurant is not staffed at times other than 4 p.m. to 11 p.m. on the six open days.
For some businesses, revenue generation may depend more on managing personnel capacity than managing physical capacity. Professional service firms, for example, earn revenues by selling the time of their professional staff rather than by using their physical resources.

Purchases
In addition to physical facilities and personnel, businesses require materials, supplies, and external services to be able to generate revenue. Thus, a dependable supply of such items—in the locations, quantities, and times needed—is another important dimension of capacity. Of course, some companies have extensive internal supply and distribution networks, and others depend on external suppliers.

Processes
Revenue generation depends on having sufficient processes in place to make the other elements—physical capacity, personnel, and purchases—operational. Adequate information systems are one of the important processes for many businesses. For example, airlines and hotels depend on sophisticated reservation systems to operate.
Revenue-generating processes also impact capacity. The physical capacity of Sara’s Table is determined by the size of its kitchen and dining area. Its personnel capacity is determined by the number and capabilities of its food preparation and service workers. The restaurant’s purchases dimension is a steady and reliable source of food and service products. But we cannot measure the revenue-generation capacity of Sara’sTable without knowing something about its processes: Is it a fast-food outlet, a buffet operation, casual dining, or fine dining? A fast-food restaurant, with its shorter preparation, service, and seating times, would have a greater customer capacity than a fine-dining restaurant, but that does not necessarily mean that it would generate greater revenue or higher profits.

CAPACITY: A MULTIDIMENSIONAL CONCEPT
The illustration of Sara’s Table demonstrates that capacity is multidimensional. Physical capacity is the most constraining, as it is not easily changed in the short term. Understanding how physical capacity is used—how much of it is idle or nonproductive—is central to revenue management. A profitable way to enhance revenues without additional capital investment involves finding ways to convert some idle or nonproductive time or space to productive use.
Processes are probably the next most constraining feature of capacity; like physical capacity, they are not changed easily. Businesses establish—and customers come to expect—a certain pattern and style of operations.
Personnel and purchases are usually the most flexible dimensions of capacity, yet they also have considerable impact on revenue generation and profitability. Inadequate staffing or an insufficient supply of materials, for example, may turn customers away as they become dissatisfied with the quantity or quality of the goods or services provided. A few years ago, Circuit City, a large chain of consumer electronics stores, laid off all of its highest-paid sales personnel in a misguided attempt to reduce costs and increase profitability. The results were disastrous. The remaining salespeople were young and inexperienced and were unable to offer the technical information and advice customers needed. Customers were dissatisfied and took their business elsewhere. The chain soon filed for bankruptcy.

SOME KEY TAKEAWAYS
In “Making Money from Available Capacity: A Proposed Model for Fostering Innovation,” James T. Low, Savya Rafai, and Audrey Taylor stated that “the danger is that current available capacity is viewed as an anchor rather than an opportunity.”6
Capacity analysis can help create those opportunities and is central to revenue management. By applying the CAM-I model to physical capacity, we determine how much of the time our capacity is idle or nonproductive and, from there, whether some of it can be converted to productive and profitable revenue-generating use.
As a management accountant or financial professional, consider how your company’s business model—its processes for delivering goods and services—impacts capacity. Personnel and supply should be reasonably aligned with capacity utilization: not too much, not too little. It stands to reason that if some idle or nonproductive capacity can be made productive, adequate personnel and supplies must be available as well.
In many business environments, capacity considerations can be very complex. Still, you cannot manage revenues effectively without a good understanding of how much capacity your organization has and how it is currently being used. 
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Exhibit 1 Absorption Costing vs. Direct Costing—Varying production and capacity levels

Panel A: The Facts

Year 1 Year 2 Year 3
Operational data;
Sales {units) 100 100 100
Production (units) 100 105 95
Beginning finished goads (units) 30 30 35
Ending finished goods (units) 30 35 30
Fixed overhead rate per unit:
Budgeted fixed overhead S 300.00 $ 300.00 S 300.00
Normal production/capacity (units) 105 95 100
Fixed overhead rate per unit $ 286 % 316 § 3.00

Other financial data:
Selling price per unit
Variable cost per unit
Actual fixed overhead Incurred
Actual fixed selling expenses

10.00 $ 1000 $ 10.00
600 $ 600 S 600
300,00 $ 300.00 5 300.00
8000 $ 80.00 s B0.00

W o e
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figre: Activity-Based Budgeting

Calculation Basis: ABC Mapping AIRCRAFT TYPE:

$4,240,000 Activity Driver Rate:

o 1\ aty: 10,000 $424/flight hour

AIRCRAFT TYPE:
% FTEg $6.360,000 Activity Driver Rate:
s $1,272/flight hour

Qty: 5,000

Activity-Based Budgeting Result AIRCRAFT TYPE:
\ues $3,180,000
poter aty: 500

D AIRCRAFT TYPE:
0lla Valygg $9,540,000

Qty: 7,500
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Tble2: Basic Data for an ABRP Example

Aircraft Type: A7TX7  Aircraft Type: ATY7 Total Cabin

Cabin Crew 10,000 Flight Hours 5,000 Flight Hours Crew Utilization
Utilization Crew Size: 8 people  Crew Size: 24 people
Cabin Crew Hours 80,000 cabin 120,000 cabin 200,000 hours

crew hours crew hours
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Table: Basic Data for an ABB Example

Aircraft Type: ATX7  Aircraft Type: ATY7
Cabin Crew Information 10,000 Flight Hours 5,000 Flight Hours

Cabin Crew 60 FTES 90 FTEs
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Tabled: Cabin Crew ACP Output Measure: Cabin Crew Hours.
Output Quantity: 240,000 hours

PRIMARY COSTS Fixed $s Proportional Ss
Cabin Crew Costs—Productive $ 0 $ 7,200,000
Cabin Crew Costs—Rest Days 0 1,800,000
Cabin Crew Costs—Excess/Idle Capacity 0 0
Flight Allowance 1,000,000 0
$ 1,000,000 $ 9,000,000
SECONDARY COSTS
Resource Output/Activity Driver Fixed Oty. Proportional Qty.
HR: Benefits Adjustments  # Adjustments 150 0 $ 15,000 $ 0
Resource—Facilities Square Footage 10,000 0 585,000 0
$ 600,000 $ 0
Total Resource Pool Costs: ~ $ 1,600,000 $ 9,000,000

Unit Cost Rates: $ 6.67 $ 37.50
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Table3: Cabin Crew Output Measure: Cabin Crew Hours
Output Quantity: 200,000 hours

PRIMARY COSTS Fixed $s Proportional Ss
Cabin Crew Costs—Productive $ 0 $ 6,000,000
Cabin Crew Costs—Rest Days 0 1,500,000
Cabin Crew Costs—Excess/Idle Capacity 1,500,000 0
Flight Allowance 1,000,000 0
$ 2,500,000 $ 7,500,000
SECONDARY COSTS
Resource Output/Activity Driver Fixed Qty. Proportional Qty.
HR: Benefits Adjustments ~ #Adjustments. 150 0 $ 15,000 $ 0
Resource—Facilities Square Footage 15,000 0 585,000 0
$ 600,000 $ 0
Total Resource Pool Costs: ~ $ 3,100,000 $ 7,500,000

Unit Cost Rates: $ 15.50 $ 37.50
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Fige 2 Activity-Based Resource Planning

Calculation Basis: RCA Quantity-Based AIRCRAFT TYPE: A7X7T

o 31 GO s) 80,000 hrs = $4,240,000
ty: 10,000

@ 2y.
2‘“(120,000,, AIRCRAFT TYPE: ATY7
') 120,000 hrs = $6,360,000
Qty: 5,000

Activity-Based Resource Planning Result

AIRCRAFT TYPE: ATXT
Qty: 7,500

AIRCRAFT TYPE: ATYT

Qty: 7,500
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figwe3: ABRP’s Quantily»Basgd Backflush

MNata: Tha plan is anly samgpista once the
mibror Imagn of this procsas s exncutad:

-5, Sabee Quantitien flowing values back up through the
ond Solos Wit quantlty stucturo from smpport rasourses.

31 the way to prodttabliity sagments.
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More on RCA

More information on resource consumption accounting
can be obtained through CAM-1 at www.cam-i.org or at
the following website dedicated to the subject:
www.reainfo.com.

Here are some additional articles by the authors:

“RCA Case 1: Excess and Idle Capacity; Journal of
Cost Management, July/August 2001.

“RCA Case 2: Resource Interrelationships; Journal of
Cost Management, September/October 2001.

“RCA Case 3: Decision Support;” Journal of Cost
Management, November/December 2001.
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RCA BENEFITS CLOPAY REALIZED

@ Properly atributing costs to specifc production processes and their outputs resuted in more accurate cost assignment and a better
understanding of resource consumption patterns.

@ The achievement of more accurate cost assignment provided the abilty to conduct resource planning using only relevant costs.

# The use of replacement cost depreciation eliminated the issue of unequal cost assignment fo similar products that consumed the
‘same resources and support actvites.

@ Product costs included only the cost of esources used.
@ The amount of excess/idle capacity was made available to managers based on unconsumed theoretcal capacity

# Cost assignment based only on causality eliminated costs that were previously assigned based on unrelated changes to other products.
@ Incentive to nonstrategically lower selling prices to aticilly manipulate cost allocation amounts to specfic products was eliminated.

# Properly dentfing resource consumption based on the innate nature of particular costs enhanced managers’abilty to understand
resource interrelationships and use the underlying information to support incremental decision making.
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Table

RCA

TRADITIONAL

Attibutes the cost of excess/idle capacity o the person or level
responsible for influencing the resource but doesnt allocate it to

products

Excess/idle capaity isn' identified and thus can't b associated
vith the appropriate person orlevel and is routinely allocated to

products.

Faciltates capacity analysis by using theoretical volume for cost
rates and making excess/idle capacity visible to managers.

Obscures capacity analysis by using master-budget volume for
cost rates and not accounting for excess/idle capacity.

Uses replacement cost depreciation to provide useful internal cost
decision support nformation.

Uses depreciation prescribed by the external reporting system
that often does not reffect economic realiy

Pulls cost ofresources consumed to cost objects by using nondol-
lar, quantified output-consumption relationships based on causalty.

Pushes cost of resources supplied to cost objects by spreading
all costs incurred over fiished goods units produced.

Identiies and assigns costs as innately ixed or variable

(proportional) at the resource level, accurately specifing the
nature of costs.

Identifies and assigns costs as innately fixed or vriable at the
product level, obscuring true cost consumption patterns.

Recognizes that innately proportional costs can be consumed in a
fised manner and provides required treatment

Provides no recogntion of cost consumption patterns at the
fesource fevel.

Provides decision makers the abilty to track and group cost
information at virtualy any level—{rom the resource level to the
organization level

Groups costs at a department or product level with it or no
provision for tracking or accessing costs at lover levels.

Faciltates operations management with quantifed actual
nonfinancia information to compare to planned or standard
quaniites.

Nonfinancialinformation is often sparse or unavailable since
costs are frequenty allocated based on percentage relationstips
vithout racking resource quantity consumption.
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Table 2:

Average Product  Largest Product
Cost Change Cost Change

Total Conversion Cost 14% 40%
Proportional Conversion Cost 18% 49%
Gross Margin 29% 218%

Contribution Margin 4% 33%
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Table2: Variances Based on Traditional Standard Variable Overhead Cost Analysis
(Flexible budget amounts are based on the actual production level: 16,000 parts.)

Expected
Traditional VMOHe Traditional

Actual Spending Actual Cost Efficiency Flexible

Cost Variance Driver Levela Variance Budget®
Operator Cost
Production Hours $2,520 $120U 52,400 $160F 52,560
Operator Cost
Setup Hours $1,050 $50U $1,000 $716U $284
Solvent 3960 $192 U $768 525 U $512
Electricity $1,176 $456 U $720 SIBF $768

Notes: VMOH—Variable Manufacturing Overhead

aExpected VMOH @ Actual Cost Driver Level Calculations:
120 production hours @ $20 per hour = $2.400
50 setup hours @ $20 per hour = $1,000

16 gallons @ $48 per gallon = $768
120 production hours @ 100 kilowatts hours per production hour @ $0.06 per kilowatt hour = $720

bFlexible Budget Calculations:

16,000 parts @ 125 parts per production hour @ $20 per hour = $2,560

16,000 parts @ 1 setup per 9,000 parts @ 8 hours per setup @ $20 per hour = $284
16,000 parts @ 1 setup per 9,000 parts @ 6 gallons per setup @ $48 per gallon = $512

16,000 parts @ 125 parts per production hour @ 100 kilowatts hours per production hour @ $0.06 per kilowatt hour = $768
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Table 1
ABC Molding Company Budgeted Information for Test Month

Operator: (20 shifts @ 8 hours per shift @ $20 perhour) ~ $3,200
Cleaning Solvent: (2 setups @ 6 gallons per setup @ $48 per gallon) 576
Electricity: (100 kilowatts hours per production hour

@ $0.06 per kilowatt hour = $6 per production hour)
(144 production hours @ $6 per production hour) 864

AABC Molding Company Actual Information for Test Month
Operator: (170 hours @ $21 per hour) $3,570
Cleaning Solvent: (16 gallons @ $60 per gallon) 960
Electricity: (16,800 kilowatts hours @ $0.07 per kilowatt hour) 1,176
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Table 3: Variances Based on Traditional Standard Fixed Overhead Cost Analysis

(Applied fixed overhead amounts are based on the actual production level: 16,000 parts.)

Traditional Production
Actual S) I B ted Volume lied
Operator Cost
Setup Hours $1,050 $730U $320 $36 U $284
Solvent $960 $384 U $576 $64 U $512

Notes: FMOH—Fixed Manufacturing Overhead

Budgeted FMOH Calculations:
2 setups @ 8 hours per setup @ $20 per hour = $320
2 setups @ 6 gallons per setup @ $48 per gallon = $576

bApplied FMOH Calculations:

16,000 parts @ $0.0178 per part ($320/18,000 expected output) = $284
16,000 parts @ $0.0320 per part ($576/18,000 expected output) = $512
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Table 4 Variances Based on ABC Standard Overhead Cost Analysis—
Unit-Level Overhead Cost
(Flexible budget amounts are based on the actual production level: 16,000 parts.)

Expected  Second-level  Expected  Basic Cost
ABC Overhead  CostDriver  Overhead Driver
Actual Spending ~ @Actwal  Efficiency ~ @Actal  Efficiency  Flexible
Cost fariance ~ SCDLevels  Variance ~ BCDLevel®  Variance Budget®
Operator
Production Hours  $2520 $120U NA NA 52400 $160F $2,560
Electricity 1176 $168U $1,008 52880 $120 SIBF $768

Notes: BCD—Basic Cost Driver—The basic cost drivers are the level of basic input allowed given the actual output level.
An example of a basic cost driver level is production hours.
SDC—Second-Level Cost Driver—The second-level cost drivers are the second level of input, given the basic cost driver
level. An example of a second-level cost driver is the amount of electricity consumed by each production hour.

aExpected Overhead @ Actual SDC Level Calculations:
16,800 kilowatt hours @ $0.06 per kilowatt hour = $1,008

bExpected Overhead @ Actual BCD Level Calculations:
120 production hours @ $20 per hour = $2.400
120 production hours @ 100 kilowatt hours per production hour @ $0.06 per kilowatt hour = $720

“Flexible Budget Calculations:
16,000 parts @ 125 parts per production hour @ $20 per hour = $2,560
16,000 parts @ 125 parts per production hour @ 100 kilowatt hours per production hour @ $0.06 per kilowatt hour = $768
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Table 5: Variances Based on ABC Standard Overhead Cost Analy
Batch-Level Overhead Cost
(Flexible budget amounts are based on the actual production and setup levels: 16,000 parts and 4 setups.)

Expected Basic Batch-
ABC Overhead  Cost Driver Level Batch Unit-Level
Actual Spending  @fcwal  Effciency  Flexible Size Flexible
Cost fariance  BCDLevela  Variance Budget® Variance Budget®
Operator
Setup Hours $1,050 $50U $1,000 $360 U $640 $356 U $284
Solvent 5960 192U 768 3 §1,152 SEA0F $512

Notes: BCD—Basic Cost Driver—The basic cost drivers are the level of basic input allowed given the actual output level. An
example of a basic cost driver level is production hours.

“4Expected Overhead @ Actual BCD Level Calculations:
50 hours @ $20 per hour = $1,000
16 gallons @ $48 per gallon = $768

bBatch-Level Flexible Budget Calculations:
4 setups @ 8 hours per setup @ $20 per hour = $640
4 setups @ 6 gallons per setup @ $48 per gallon = $1,152

<Unit-Level Flexible Budget Calculations:
16,000 parts @ 1 setup per 9,000 parts @ 8 hours per set up @ $20 per hour = $284
16,000 parts @ 1 setup per 9,000 parts @ 6 gallons per setup @ $48 per gallon = $512
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Table 1: Changes to SFAS No. 151

ORIGNAL WORDING A5 AMENDED
RS 45, CHAPTER & SrAS 0. 151
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ORIGINAL WORDING
ARB 43, CHAPTER 4

# Ao, general and administrative expenses should be incuded

25 perod charges, excep orthe portion of such expenses that
may be dearly rlaed to production and thus constitute a part

of inventary coss (product charges)
@ seling expenses contitute no part ofinventory costs.

# It shauld alo be recognized that the excusion of al overheads
from inventary coss does not consttute an accepted
accounting procedure.

# The exercse of judgment in an indvidual stuaton involes 2
consideration of the adequacy oftheprocedures of the cost
accounting system n us, the soundnesof the princples
thereof,and thlr consistert appicaton.

2 Inthe case of goods which have been wrten down below cost
atthe dose of  ficalperiod,such reduced amount s o be
considere the cost or subsequent accourting purposes.

AS AMENDED
SFAS NO. 151

# Ao, under most cicumstance, general and adminstathe.
‘expenses?sshould be ncluced as period charges, except for the.
portion of such expenses that may be dearly eate to production
and thus consttute 2 part ofinventory costs (product charges).

@ seling expenses contitute no part ofinventory costs.

@ The exclusion of alaverheads from inventory costs does not
constitute an accepted accounting procedure.

@ The exercse of judgment in an indvidual stuation involes 2
‘consideration of the adequacy o the procedures of the cost
accounting system in us, the soundnesofthe princpes thereof,
and theirconssent appliction.

2 In the case of goods which have been witten down below cost
atthe dose of a fical year such reduced amourt s to be con-
‘siered th costfr subsequent accounting purposes. Paragraph
14 0f APB Opiion No. 28, nterim inancl Reporting, povides
‘quidancefor preparing interm firandial statements.

2 General and adrministrative expenses orinarly should be.
charged to expense as incured bt may be accounted for 25
contrac costs under the complted-contract method of
accounting o, nsome drcumstance, as indirect contact costs

by goverment contractors.




image30.png
Table 1: General Motors North America (GMNA) Operations—

Estimates of Fixed Costs

Panel A: Details Extracted from General Motors Press Releases [amounts in millions]

2002 2003 2004 2005 2006 2007 2008
GMNA sales revenue S114444  $116310 114582 104755  $109779  S112448 S 8,187
GMNA pre-tax income $ 4198 S 915 § 1,137 S (9747) $ (6903 S (3290) S (13903)
GMNA capacity utilization

[two-shift rated] 88.4% 89.7% 85.8%

[two-shift rated, annualized] 8980%  9240%  8830%  7470%
Panel B: Estimation of GMNA's Fixed Costs [amounts in millions]

2002 2003 2004 2005 2006 2007 2008

GMNA fixed costs $40000  $40000  $40000  $40000  $33200  S3T000  $29,000
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Table 22 GMNA Operations—Estimates of Idle Capacity

Panel A: Income Statement—Extracted from Information in General Motors Press Releases
[amounts in millions]

2002-2008 total

2002 2003 2004 2005 2006 2007 2008 Amount %
Sales revenue $114,444 $116,310 $114,582 104,755 $109,779 $112,448 $ 86,187 $758,505 100.0%
Total costs $110,246 $115,395 $113445 114,502 $116,682 $115,738 $100,090 $786,098 1036%
Pre-tax net income $ 4198 $ 915 $ 1137 $(3,747) $ (6903) $ (3290)  $(13903)  $(27,593) -36%

Panel B: Income Statement—Using Estimated Fixed Costs and GMNA's Two-Shift Rated Capacity Utilization
[amounts in millions]

2002-2008 total

2002 2003 2004 2005 2006 2007 2008 Amount %
Sales revenue $114,444 $116,310 $114582 104,755 $109,779 $112,448 $ 86,187 $758,505 100.0%
Cost of resources used $105,606 $111,275 $107,765  $110,422 $114,159 $112111 $ 92,753 $754,091 99.4%
Operating income $ 8838 $ 5035 $ 6817 § (5667) § (4380 $337 $ (6,566) $ 4414 06%
Cost of idle capacity $ 4,640 $ 4120 $ 5680 § 4,080 $ 2523 $ 3621 $ 1,331 $ 32,007 42%

Pre-tax netincome $ 4198 $ 915 $ 1,137 §$(9747) $ (6903) $ (3290)  $(13,903)  $(27,593) -36%
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Panel C: Notes to the Financial Statements

[amounts in millions]

2002-2008 total
2002 2003 2004 2005 2006 2007 2008 Amount %
GMNA depreciation 84,751 $6199 86381 $7,605 $5,691 $5612  S58M4
% of estimated fixed costs  11.9% 165% 16.0% 19.0% 17.1% 18.1% 202%
Cost of idle capacity
components
Cash outflows $4089  S3482  SAT4  $3304 $2,01 2970 5858  $26568 83.0%
Accruals $ 551 s S96  $7%6  $43 865 $1479  $ 5439 17.0%
Total $4660  $4120  $5680 4,080 $2523 3627 §7337  $32007  1000%
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Table 1: Sara’s Table, Analysis of Physical Capacity

Productive time (24 open hours x 70% utilization) 16.8 hours

Nonproductive time, stand-by capacity — restaurant is open and 72 hours
staffed but has unfilled space (24 hours x 30%)

Nonproductive time, preparation and cleanup - restaurant is
staffed but is not serving customers (3 hours/day x 6 days) 18 hours

Idle time, restaurant is not in use 126 hours

Total time 168 hours
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Table 22 Sara’s Table, Analysis of Personnel Capacity

Productive time (4 open hours x 20 people x 70% utilization) 56 hours

Nonproductive time, stand-by capacity — restaurant is open and 24 hours
staffed but has unfilled space (4 hours x 20 x 30%)

Nonproductive time, preparation and cleanup - restaurant is 60 hours
staffed but is not serving customers (3 hours x 20) 84 hours

Idle time, restaurant is not in use and is not staffed 0 hours

Total time 140 hours per day




