Chapter 12: Strategy and the Analysis of
Capital Investments

Cases
12-1	Floating Investments
12-2	County Line Markets: Store Remodel and New Store Investment (by Ron Rizzuto and Lou D’Antonio, Journal of Financial Education, Vol. 35 (Spring 2009), pp. 165-176. Used with Permission of The Financial Education Association.)

In addition to the above two cases, which are included below, the following cases, available from the AAA website, could be used in conjunction with Chapter 12:

1. George J. Staubus, “The Case of the Almost Identical Twins,” Issues in Accounting Education (Spring 1993), 8 (1), pp. 187-190.
2. Chee W. Chow, Y. Hwang, and D. F. Togo, “Ace Company: A Case for Incorporating Competitive Considerations into the Teaching of Capital Budgeting,” Issues in Accounting Education, Fall 1995, 10 (2), pp. 389-401.
3. Ramji Balakrishnan and Utpal Bhattacharya, “ACE Company (B): The Option Value of Waiting and Capital Budgeting,” Issues in Accounting Education, Fall 1997, 12 (2), pp. 403-411.
4. Julie H. Hertenstein, “Component Technologies, Inc.: Adding FlexConnex Capacity,” Issues in Accounting Education, Vol. 15, No. 2 (May 2000), pp. 257-261.
5. A. H. Ashton, R. H. Ashton, and L. H. Maines. 1998 (November). “General Medical Center,” Issues in Accounting Education, 13 (4), pp. 994-1003.

Finally, if the topic of real options is covered, the following case is available via the website for Emerald (http://www.emeraldinsight.com/journals.htm?issn=03074358&volume=37&issue=7&articleid=1930903&show=abstract): K. A. Shastri, K. Shastri, and D. E. Stout, “The Smith Company: A Case on Capital Budgeting and Real Options,” Managerial Finance, Vol. 37, Issue 7 (2011), pp. 647-657. 

Readings

12-1: “How Forest Product Companies Analyze Capital Budgets” by Jack Bailes, James Neilsen, and Stephen Lawton, Management Accounting (October 1998), pp. 24-30.

This article presents the result of a survey on the uses of capital budgeting techniques by forest product companies. Capital budgeting for this industry has become more challenging and riskier because of increasing competitiveness and government and environmental pressures. 
Discussion Questions

1. The survey result shows that more firms use one or more discounted cash flow methods in evaluating timber-related capital investments. However, more firms use payback period methods to assess plant and equipment purchases. What are reasons for these differences?
2. List changes in the uses of capital budgeting techniques over the years.
3. List some of the methods for adjusting risks in capital investments. 
4. What is post-audit? How do forest product companies conduct post-audits?


12-2: “How ABC Was Used in Capital Budgeting” by Steve Coburn, Hugh Grove, and Tom Cook, Management Accounting (May 1997), pp. 38-40. 

This article presents a case study on the difference that ABC makes on the investment decision of a new project. A business forecast signaled “Go” to an interactive TV project, but the ABC analysis said, “Stop.” The article discusses the utilization and limitations of activity-based costing (ABC) in capital budgeting including capacity to predict operating and capital costs, benchmarking model and steps in using ABC in capital investment project.

Discussion Questions

1.	What is the general business case approach to capital budgeting?
2.	How does an ABC model approach to capital budgeting differ from the general business case approach?
3.	What are the roles of value chain in capital budgeting?
4.	List advantages and limitations of ABC approach to capital budgeting.


12-3: “Calculating a Firm’s Cost of Capital” by Michael S. Pagano and David E. Stout, Management Accounting Quarterly, Vol. 5, No. 3 (Spring 2004), pp. 13-20.

This article provides an overview of the theory and practice associated with the process of estimating a firm’s discount rate for capital-budgeting purposes. The discount rate for “average-risk” projects is defined as the firm’s weight-average cost of capital (WACC). The authors present three different methods for estimating a firm’s WACC. These methods are applied to data from both Microsoft and General Electric. The authors conclude that careful judgment and the use of sensitivity analysis are important to the estimation process. 

Discussion Questions

1. For what managerial and/or decision-making applications is there a need to generate a firm’s cost of capital? That is, what are the primary applications of the firm’s cost of capital?
2. Explain the primary components of a firm’s weighted-average cost of capital (WACC).
3. What methods are available for estimating a firm’s cost-of-equity component of its WACC? Explain the elements of each of these two methods.
4. Explain how uncertainties are handling in the process of estimating a firm’s WACC (or, more generally, its discount rate). 


12-4: “What a University Can Teach You About Choosing Capital Projects” by Luke Dion, Geoffrey Robertson, and Susan B. Hughes, Strategic Finance (January 2009), pp. 39-45.

This article provides a discussion of issues related to the analysis of capital expenditures in a not-for-profit (i.e., university) setting. Of particular interest is the development of a model that, the authors maintain, can be used to assess the strategic value of such expenditures. Thus, proposed capital expenditures are evaluated in terms of their impact on the university’s mission, vision, and strategy. As such, the model in this paper serves as an alternative to the multi-criteria decision models (such as AHP) discussed in Chapter 12 of the text. 

Discussion Questions

1. What is the primary business (or, managerial) issue addressed by the authors of this article?
2. What solution do the authors propose for the business problem you identified above in (1)?
3. Provide an overview of how the model identified above in (2) was actually used in practice (at the University of Vermont).  


12-5: “Improving Capital Budgeting Decisions with Real Options” (by David E. Stout, Yan Alice Xie, and Howard Qi, Management Accounting Quarterly (Summer 2008), pp. 1-10.  

Discussion Questions

1. Define the terms financial options, real options, and real assets. In what sense are real options similar to and distinct from financial options?
2. Describe the primary types of real options that might be embedded in capital expenditure projects. 
3. What argument do the authors make as to a recommended role of real options analysis for purposes of evaluating capital investments?
4. Provide an overview of the primary example used as the basis for discussion in this article. 


12-6: “Using Monte Carlo Simulation for a Capital Budgeting Project,” by V. Clarke, M. Reed, and J. Stephan, Management Accounting Quarterly (Fall 2010), pp. 20-31.

Although many types of analyses are useful in determining the scope and possible success of a project, Monte Carlo simulation actually helps managers understand and visualize risk and uncertainty by mapping all possible outcomes of a project.

Discussion Questions

1. What was the managerial decision discussed in the article?
2. Define the term “Monte Carlo Simulation” and distinguish this (MCS) from sensitivity analysis and scenario analysis (both of which can be done in Excel).
3. Describe four of the variables that entered into the decision discussed in the article. (That is, which items were defined in the analysis as “assumption cells”?)
4. Which probability density functions were used in the analysis reported in this article?
5. Figure 3 of the article presented what the authors called a “contribution to variance chart.” For what purpose was this information useful to decision makers? 


12-7: “VOFI: A More Realistic Method of Investment Appraisal,” by R. Schuster, Management Accounting Quarterly (Summer 2011), pp. 24-34. 

Investment decision making is one of the greatest challenges for upper management. There is a critical need to make the right decision. A unique—and advanced—investment appraisal method, the visualization of financial implications (VOFI) method, considers an imperfect capital market. Mainly known in some academic discussions in German-speaking countries, VOFI has started to receive wider attention. The author describes the concept and looks at the method’s strengths and weaknesses.

Discussion Questions

1. Describe what is meant by the “Visualization of Financial Implications” (VOFI) method of appraising proposed capital-investment projects.
2. Describe the major components of the standardized table presented as Table 1 in the article.
3. What does the author indicate as the critical assumption needed to justify the VOFI approach?
12-8: “Using Real Options to Make Decisions in the Motion Picture Industry,” by S. Mark Young, James J. Gong, and Wim A. Van der Stede, Strategic Finance (May 2012), pp. 53-59.

The article presents the summarized findings of a study of risk as it applies to one of the riskiest industries, the U.S. motion picture industry. The focus is on using a real options approach to capital investments rather than traditional DCF (discounted cash flow). The research offers statistical analyses of how real options work within the decision-making process for a motion picture. This article is based on a study funded by the IMA® Research Foundation.

Discussion Questions

1. How, fundamentally, does a real-options analysis (for capital investment projects) differ from traditional DCF decision models (such as NPV or IRR)?
2. This article uses as the basis for discussion the motion picture (movie) industry. What do the authors of the article identify as two embedded real options associated with the production of a typical movie?
3. Which additional examples of the application of real options in practice are offered by the authors of this article? 


12-9: “Is a Solar Energy System Right for Your Organization,” by Kenton D. Swift, Management Accounting Quarterly (Summer 2011), pp. 38- 47.

Increased incentives—especially federal income tax incentives—and the falling cost of equipment have contributed to a growing interest in the potential of photovoltaic solar energy systems to provide electricity at a cost that competes with conventional energy sources. This article describes what accountants and financial professionals need to know in order to decide whether or not to purchase a system. Three real-world examples are presented to illustrate how the inputs to such a decision should be scrutinized using a capital budgeting analysis.

Discussion Questions

1. This article presents a structured framework that can be used to assess the financial viability/ desirability of investments in solar energy systems. The underlying economics of this decision are a function of which four variables?
2. Discuss some of the complexities associated with estimating items within each of the four classes of information you identified above in answer to question 1.
3. The article concludes with an analysis of a proposed solar energy system (consisting of a 50-kilowatt system costing $300,000, i.e., cost per DC watt = $6.00) in three different locations across the U.S. What is the result of the author’s analysis? 


Case 12-1: Floating Investments
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This case examines capital budgeting issues related to the construction and operation of a marina. The case requires students to identify the relevant cash ﬂows and discount these to establish a net present value (NPV) for the investment. Issues addressed through the case include incorporating inﬂation into cash ﬂows and the choice of appropriate discount factors; i.e., nominal and real, tax issues relating to the treatment of cash and non-cash items, the determination of terminal values, and the impact of depreciation on after-tax cash ﬂows. The case extends beyond a simple calculation of NPV to the derivation of an appropriate breakeven rental in the ﬁrst year of operations. 

Case Background

Jim was excited as he drove into the car park at Floating Investments Limited. The senior management meeting was scheduled for 9 AM and his proposal was the major item on the agenda. Jim’s oﬃcial title was Projects Manager and he was responsible for initiating and overseeing new projects. This particular project was close to Jim’s heart because it involved sailing—an activity that Jim had spent many years pursuing both socially and competitively. Jim believed that his project was well suited to Floating Investments as it was an extension of existing business. 

Floating Investments Limited specializes in marine investment projects. Projects previously undertaken by the company include construction of canals and moorings for a major residential development and redevelopment of ‘Fisherman’s Wharf’ in the downtown area. Given the nature of these projects, including the length of time over which the initial investments were recovered, the degree of risk involved was generally higher than more traditional investment projects. 

Although Jim had completed a business degree at University, he was determined that his accounting background would not overshadow his career choice as an operational manager. Last night he had told his wife: “This project sells itself. The idea is good. I know the sailing 

world and we’ve got the big picture sorted out. Newland Harbor has only one marina to serve over 6000 boats, 80% of which cannot get marina berths and use moorings that sailors must row to. We’ve already got the site and the contractor lined up to build a new marina. All we need is management’s go ahead. The accountants can sort out the dollars and cents later.”

The Chief Executive Oﬃcer (CEO) opened the meeting and after the preliminaries gave Jim the signal to present his proposal. Jim knew the CEO was an experienced yachtsman and was conﬁdent that he would support the project. He started his proposal by describing the current shortage of marina berths and the size of the market, emphasizing that the local Port Authority owned the only existing marina. Because the Authority charged only a minimal rental, anyone who possessed a berth generally kept it and there was an elaborate (and lucrative) black market in trading the license to those on the waiting list. 

Jim continued, “The proposed marina is designed for 500 boats and we estimate that it will take two years to build commencing 1 November 2001. Because of the shortage of marina berths it is expected that all berths will be leased from 1 November 2003. The 50-acre site we intend using for the project was purchased several years ago for $268,000 as part of the Fisherman’s Wharf development, although it was never used for that project. 

Construction of the marina falls into three stages: 

1.	Construction of sea walls, dredging the seabed, excavations for marina oﬃces and service facilities, and road access. 
2.	Inserting piles and assembling pontoons. 
3.	Constructing buildings and facilities such as marina oﬃce, chandlery, repair workshops, and waste disposal. 

The most favorable tender, from a reputable construction company, indicates a total construction cost of $12,000,000 payable as follows: 

10% payable prior to commencement (31 October 2001)
40% payable one year later 
40% payable on completion (31 October 2003)
10%	retention payable one year after completion

There will be three categories of berths: 

Category A for boats between 12 and 18 meters in length: 50 berths
Category B for boats between 8 and 12 meters in length: 300 berths
Category C for boats between 6 and 8 meters in length: 150 berths

I am sure you will agree that this is an excellent project and an exciting opportunity for the company.”

Jim sat down. The CEO spoke: “That site you had in mind. We’ve just had an oﬀer from a real estate developer of $7000 per acre. How does that aﬀect your project?” Peter Shrivers from marketing also asked: “How much are you going to charge for the berths? I know that the Port Authority charges $4500 for my 10-meter ketch. How does this compare? And what is the bottom line on this?”

Jim was silent. He hadn’t thought that management would want the ﬁnancial details so soon. Help came from an unexpected quarter. Emma Nautically, the Financial Controller spoke: ‘‘Figuring out a price is not going to be easy because there has not been a proper market for marina berths in Newland before. A sensible ﬁrst step would be to calculate the minimum rental for the project to break even. At the same time we can commission a market survey to ﬁnd out what price boat owners will be prepared to pay for the berths. We also need to consider other issues such as tax eﬀects, inﬂation, and the opportunity cost of funds. Why don’t Jim and I sit down and sort out a formal ﬁnancial analysis and present it at the next management meeting this time next month?’’ 

To Jim’s great relief, the meeting agreed to Emma’s suggestion. He was oﬀ the hook, at least for the moment. After the meeting had ended, he thanked Emma. She laughed: “It always pays to buy some time particularly when it’s a big project. You had the big picture okay but at the end of the day, the ﬁnancials have got to be sorted out. I know you majored in management accounting at University so you can probably remember how to do this type of analysis. Let me give you some further information.” Jim started taking notes. 

Emma continued: “The tax rate is 50% and 4% depreciation on a straight-line basis will be allowed for 80% of the construction cost. The company’s cost of capital is 16.6% after allowing for tax and inﬂation. Based on current needs and past experience, 16.6% should cover the required rate of return to shareholders, debt repayment, and include a factor for the risk involved in this type of investment. Let’s assume that cash ﬂows take place at the end of each year. What about operating costs and working capital?”

Jim replied: “I estimated that the lease rentals, maintenance and supervisory costs and land values will rise in line with inﬂation, which is expected to be 6% annually over the life of the marina. Annual maintenance and supervisory costs are estimated to be $60,000 at current prices. Working capital requirements are not expected to be signiﬁcant.”
 
Emma asked: “What will the time horizon be? We will need to think about terminal values as they can often determine the success or otherwise of a project.”

Jim considered her question: “We intend that the lease periods for each berth will be for a twenty-year period; in other words, the period from 1 November 2003 to 31 October 2023. It’s probably safest to assume initially that the land will be the only valuable asset at the end of 2023.” 

Emma gave Jim’s reply some thought and then said, “Okay, I think that we have enough information now to do the analysis. There are two things we need to do. First, we have to calculate the amount of annual, pre-tax lease rental that must be generated in order for the project to break even. Calculate this amount for the ﬁrst year of operations.”

“Second, using this ﬁrst-year amount, calculate how much an owner of a 10-metre yacht will pay in the ﬁrst year. We can then compare this with the amount Peter Shrivers pays. I guess a simple way of doing this is to use the mid-points of the size ranges to calculate the total meters.”

Jim returned home that evening. “How did it go?” asked his wife. Jim confessed: “I think I would have been out of a job if it hadn’t been for the accountants. Have you seen my old management accounting books? I’m going to need them.”

Required

Identify the information that Jim needs to present to the Board at the next meeting, providing calculations using the data supplied. Set out all the assumptions that need to be made and examine their reasonableness and consequences if violated. 

Include in your information set an analysis of the risks inherent in this type of investment and discuss the ways in which management of these risk factors can be incorporated in the project. 
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Case 12-2: County Line Stores—Store Remodel and New Store Investment
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through a combination of organic growth and through acquisitions. As part of its organic growth strategy, CLM needs to consider expanding or replacing some of its existing stores, with focus on 10 specific store locations. These stores are located in areas where the demographics, population, and competitive landscape have changed dramatically since the stores were last remodeled. The key capital investment trade-off decision facing CLM is whether to:

	1. remodel or expand the existing stores now,
	2. replace its existing stores now with new, larger superstores, or
	3. wait five years and replace the existing stores with superstores.

The Chief Financial Officer (CFO), Ron Winston, thinks that it is premature to invest substantial sums of money in some existing locations because they are still in a state of flux and he feels that it is better to wait until the area stabilizes before committing large amounts of funds to this area. The Vice-President of Operations, Jerry Williams, and the various store managers think that CLM needs to invest in advance of market changes.

CLM Background

Michael Lloyd and his wife started CLM in Indianapolis, Indiana, in 1905. The couple started with one store, which grew to a chain of five stores within 10 years. Michael Lloyd operated CLM until 1940. At that time his son Marcus Lloyd became president of the company, while Michael served as chairman of the board. When Marcus took over the company,  CLM had 15 stores located in the greater Indianapolis area. Marcus and his four brothers made up CLM’s senior management, which undertook a major expansion of the business throughout the central portion of Indiana. By the time Marcus retired in 1980, CLM had 55 stores that stretched from north of Indianapolis to Fort Wayne, and south to Bloomington, with 47 stores located in the greater Indianapolis area. CLM also had six stores in Fort Wayne and two stores in Bloomington.

During his tenure as CLM president, Marcus bought out all his brothers’ interests in the company. Marcus’s son Harry took over CLM as president in 1980. Marcus’s other children were not involved in the operation of CLM but remained as shareholders.

Harry Lloyd managed the family business from 1980 to 2002, during which time the CLM experienced not only substantial growth, but also tremendous growth in competition. All of the major discount retailers (i.e., Wal-Mart, Target, and K-mart) added grocery items to their retail offerings. In addition, several discount grocery “club” stores opened up in CLM’s market area. This increased competition caused several of the independent grocery operations in Indiana to sell out to the national grocery retailers (viz., Kroger, Safeway, and Albertsons).

Because of CLM’s organizational efficiency, competitive pricing, customer loyalty programs, and modern stores, CLM was able to increase its market share by expanding its product line as well as by building and buying store locations. CLM added bakery, delicatessen, floral, and seafood departments to its stores. CLM also built several new stores in central Indiana and bought out the five-store Midwest Markets Group. 

When William Lloyd took over CLM from his father Harry in 2002, CLM had 67 stores throughout Indiana. CLM also had three manufacturing operations. CLM produced its own bakery items, meat, and milk at its respective plants. 

Currently, CLM has 6,750 employees who work at its 67stores, three manufacturing operations, and the two warehouses. The corporate headquarters are located adjacent to CLM’s largest warehouse in downtown Indianapolis. The 200 corporate employees are organized into seven departmental units, including: finance, store operations, manufacturing, marketing, purchasing, and legal.

Industry Overview

The retail grocery industry in the U.S. ranks only behind the motor vehicle industry in terms of retail sales volume. The three largest retail grocery operations are Wal-Mart, Kroger Company, and Safeway. These firms account for over 25% of all industry sales.

Typical store formats that exist in the retail grocery industry include:

· Conventional supermarkets: this type of store offers a full range of dry groceries, canned goods, nonfood products, and perishable goods. These stores stock about 22,000 items and average 25,800 square feet.

· Superstores: supermarkets that are larger than conventional supermarkets; typically, they average 50,000 square feet in size and stock approximately 30,000 items. Between 10-20 percent of a superstore’s selling space is devoted to nonfood items, specialty departments (e.g., floral), and services (e.g., video store). 

· Combination stores: superstores that include a full-service drugstore with a common checkout area. The average store size is 55,700 square feet.

· Supercenters: provide a mix of merchandize of both a discount store and a supermarket and drugstore. The average size of these stores is 190,000 square feet, with 40 percent of its selling space devoted to grocery products. 

· Other food outlets: may include grocery stores (small stores with a narrow selection of items); convenience stores (primarily dry goods with a limited selection of perishables, stocked with 3,000 items); warehouse clubs (retail/wholesale hybrid store with 60 to 70 percent general merchandise, and 30 to 40 percent health and beauty and groceries).

The grocery retailing industry in the U.S., as well as world-wide, is fiercely competitive, slimly profitable, and dominated by multibillion-dollar companies. Not only are grocery stores competing with each other, they also have to compete with restaurants and other prepared-food providers for a share of the consumers’ food budget.

The U.S. population has become more diverse ethnically. This shift has changed the types and number of products that grocery stores need. In addition, the aging of the Baby Boomer population and the general interest in healthier eating has prompted the industry to provide natural and organic food items. This addition of the natural and organic food category has allowed grocery stores to compete with stores like Whole Foods, which specialize in natural and organic foods. The higher profit margin on this food category has allowed grocery stores to differentiate themselves as well as to enhance store profitability.

Industry-wide, the retail grocery industry has experienced some recovery in net profit after taxes following several years of decline. Net Profit after taxes increased from 1.4% of sales in 2005 to 1.6% in 2006. Even with this rebound, net margins are still considerably below the 2.5% achieved in 2002. 

Current Situations

In the fall of 2006, Ron Winston, Jerry Williams, and Park Hill Acres store manager Lucy Smith met to discuss CLM’s investment in its area of Indianapolis. The evaluation of the remodel or expansion of this store and its sister Webster Street location is the beginning of the CLM’s investment analysis of its 10 area stores.

Although the specific circumstances of each location are different, the analytical and judgmental issues facing CLM’s management are typical of other stores. The Park Hill Acres store is a 25,000 square foot space that was upgraded, remodeled, and expanded seven years ago. The store is located in a neighborhood near downtown Indianapolis. The neighborhood has had poor demographics: income levels were at a mid-to-lower range, housing prices had steadily declined, and there was a high transient population. Approximately three years ago, the Park Hill Acres neighborhood began to change. Several developers purchased older homes in the area and “scrapped” them to build upscale single-family homes and duplexes. Many upper-income professionals purchased older homes and restored them to their 1930s vintage. Several luxury condominium projects are now underway with several more under consideration. 

Historically, the CLM Park Hill Acres store competed with an Albertsons that was comparable in size; two small, locally owned grocery stores; and several convenience stores. Several competitors are located within a six-mile radius of Park Hill Acres. Safeway replaced its similarly-sized store with a 60,000-square-foot superstore 18 months ago. CLM also runs its 20,000-square-foot Webster Street store, which is located between the CLM Park Hill Acres site and the Safeway store. In addition, 15 months ago Whole Foods opened a 75,000-square-foot store across the street from the new Safeway superstore.

Jerry Williams and Lucy Smith think that CLM should replace the Park Hill Acres store with a new 60,000-square-foot superstore. Their preliminary analysis, as illustrated in Exhibit 1, estimates that the Park Hill Acres superstore would increase sales by 2505 as a result of the expansion of some highly profitable departments, such as floral, deli, and bakery, attracting customers who shop at the nearby Albertsons and the two locally-owned grocery stores.

Williams and Smith estimate that a $9.95 million investment in a Park Hill Acres superstore will generate annual incremental free cash flow of $1.69 million and provide CLM a payback in 5.88 years. They view their analysis to be conservative because they have not built any anticipated growth into their revenue projections beyond the initial increase in revenue from $19.5 million to $48.75 million. Williams and Smith feel that their estimate of the gross margin of 25.8% for the Park Hill Acres superstore is also conservative. As Exhibit 2 illustrates, the current margin of the Park Hill Acres is 24.7%. However, the additional space in the superstore would enable CLM to expand its high-margin departments (viz., produce, bakery, deli, and floral), and thereby drive overall profitability for the superstore.

The CFO (Ron Winston) thinks there are several things wrong with this analysis. First, he thinks their financial justification is flawed because it includes in the financial justification the total sales for the superstore, rather than incremental sales. That is, the CFO thinks some of the superstore sales will result from Webster Street customers shifting their purchases to the Park Hill Acres superstore. He considers this to be “double counting,” where the shifted sales are considered incremental sales for the superstore. Second, Winston thinks that Williams and Smith’s analysis, apart from the sales erosion from the Webster Street store, is aggressive rather than conservative. He feels that sales and the gross profit margin for the Park Hill area superstore will increase over time to the levels they projected. However, he does not feel this will happen until the demographics for the neighborhood change. Third, CFO Winston thinks Williams and Smith did not analyze all of the other investment alternatives available to CLM in the Park Hill area. In particular, Winston feels they should consider remodeling both stores, closing down the Park Hill Acres North store, or to take no action now and wait until the neighborhood transformation is complete before CLM invests significant funds in the Park Hill Area.

Winston, Williams, and Smith agreed to meet to discuss the data and analysis that has been conducted on the proposed Park Hill Acres superstore. All agreed that they would consider any and all options as well as do a rigorous financial and strategic analysis of the investment situation. In preparation for this meeting, the CFO prepared some baseline sales and profitability information for the Webster Street store. This information is presented in Exhibit 3.

Winston opened the meeting with Williams and Smith by elaborating on his concerns about the Park Hill Acres superstore. He said that he believes 30 percent or more of the superstore sales will be the result of current Webster Street customers shifting their buying to the superstore. He thinks these customers will find the broader selection at the superstore more appealing than the older, smaller Webster Street store. Winston underscored the fact that these consumers were already CLM customers, and as a consequence, should be excluded from the economic evaluation of the superstore. The CFO noted that the principle of “incremental analysis” in capital budgeting indicates that only the cash flows that are incremental to the company should be utilized in judging the viability of an investment. He went on to note that the application of this principle suggestions that CLM’s cash flows without the Park Hill Acres superstore should be subtracted from CLM’s cash flows with the superstore in order to determine the project’s incremental cash flow. Winston emphasized to Williams and Smith that CLM runs the risk of over-segmenting the market by building too many stores too close together if they fail to apply incremental analysis to new store locations as well as superstore investments. 

Winston told them that he had not reworked their analysis of the Park Hill Acres superstore with only the incremental sales, but his guess was that the investment would not meet CLM’s investment criteria. In addition, the CFO indicated that he thinks the Park Hills Acres and Webster Street stores should be expanded or remodeled in the coming year. Winston’s staff compiled the data listed in Exhibit 4, which details the specific costs and assumptions related to the remodel as well as the expansion of the two stores.

Winston indicated that he also wondered why the two did not consider the feasibility of a superstore location at the Webster Street location. He observed the competitive disadvantage of Safeway’s and Whole Foods’ major investment nearby. Winston theorized that maybe CLM’s best strategy was to expand the Park Hill Acres store and to put in a superstore at the Webster Street location.

Williams said that he understood Winston’s rationale but felt that the CFO was ignoring the dynamics and realities of the marketplace. Williams indicated that he had recently heard from several CLM vendors that the Albertsons store near the Park Hill Acres location was going to be expanded, and quite possibly converted into a 50,000-square-foot superstore. Smith observed that the Park Hill Acres store would be severely handicapped if Albertsons put in a superstore while CLM only invested in a store remodel or 12,500-square-foot expansion. Williams also thought Winston’s estimate of a 30% cannibalization of the sales of the Webster Street store by a Park Hill Acres superstore was excessive. Williams reiterated the CLM’s market research shows that the traffic area for a store in the area included within a three-mile radius of the store, and reminded Winston that the Webster Street store was approximately three-and-one-half miles from the Park Hills Acres store.

Williams did not think a superstore at the Webster Street location was feasible, for the following reasons:

1. There is not sufficient space in the Webster Street location to accommodate a 60,000-square-foot store. 

2. CLM still has five years remaining on its lease for the Webster Street store. CLM will need to continue to make payments on this lease or to find someone to sublet the space.

3. CLM is at least two years late in making this investment. The company should have invested before Safeway upgraded its store and Whole Foods opened its new facility.

Williams and Smith were adamant in their opposition to Winston’s store remodel idea for one or both of the stores. They indicated that a remodel would only represent a cosmetic face-life for the stores. The remodel would not allow the stores to significantly expand their more profitable departments nor add a deli operation at the Webster Street store. Both felt a store remodeled in the Park Hill Acres area would signal to consumers and competitors that CLM is a conservative market follower, rather than an aggressive market leader. Williams also felt that this remodel decision would accelerate Albertson’s plans for a superstore in the Park Hill Acres area.

By the end of the meeting, all agreed that the store remodel or new store location decision was not as simple as it first appeared. They also agreed that CLM needed to establish some guidelines now for future store investment decisions. Winston agreed to set up a task force of finance and operations personnel that would consider all the possible investment options for the Park Hill Acres and Webster Street stores as well as to create investment guidelines for future store investment decisions. As a follow-up step, Winston provided the task force with the data contained in Exhibit 6, to help it develop its recommendations for CLM’s senior management. He also reminded the task force that the projections in Exhibit 5 reflected CLM’s inflation outlook of four percent for all items except utilities, which was projected at a six percent inflation rate. 

Assignment Questions:

1.  Determine the investment options that CLM should consider for the Park Hills Area.

2. Perform a detailed financial analysis of the Park Hill Acres superstore option assuming the Webster Street store remains open. In your analysis include your judgments and rationale for dealing with the ‘sales erosion’ from the Webster Street store.

3. Prepare a financial analysis of all of the feasible investment alternatives available to CLM in the Park Hill area. Identify two options that warrant serious consideration based on this financial analysis.

4. Recommend which option CLM should select for the Park Hill Acres area.

5. Recommend policies that CLM should adopt in evaluating other store remodel/expansion investment situations.


Exhibit 1: County Line Markets
Preliminary Projections: Park Hills Acres Superstore

	
	Park Hills Acres Store (25,000 square feet)
	

% of Sales
	Park Hill Acres Superstore (60,000 square feet)
	

% of Sales

	Sales
	$19,500,000
	
	$48,750,000
	

	Cost of Goods Sold (CGS)
	14,683,500
	75.30%
	36,172,500
	74.20%

	Gross Profit
	4,816,500
	24.70%
	12,577,500
	25.80%

	Salaries
	2,320,500
	11.90%
	5,752,500
	11.80%

	Other Employee Costs
	107,250
	0.55%
	243,750
	0.50%

	Employee Benefits
	580,125
	25% of employee salaries
	1,438,125
	25% of employee salaries

	Advertising
	175,500
	0.90%
	438,750
	0.90%

	Rent
	97,900
	
	234,960
	

	Building Costs:
	
	
	
	

	    Building Maintenance
	24,000
	FC
	60,000
	FC

	    Common area maintenance
	
25,000
	
FC
	
62,500
	
FC

	    Building Insurance
	2,100
	FC
	6,500
	FC

	    Real Estate Taxes
	34,000
	FC
	75,000
	FC

	    Building Depreciation
	0
	FC
	205,882
	FC

	         Total Building Costs
	85,100
	FC
	409,882
	FC

	Utilities
	142,500
	FC
	300,000
	FC

	Equipment Costs:
	
	
	
	

	     Depreciation
	0
	FC
	900,000
	FC

	     Maintenance
	48,000
	FC
	62,500
	FC

	     Other
	23,000
	FC
	31,000
	FC

	            Total Equip. Costs
	71,000
	FC
	993,500
	FC

	Other Expenses
	390,000
	2.00%
	975,000
	2.00%

	Profit from Operations
	846,625
	4.34%
	1,791,033
	3.68%

	Taxes
	321,718
	1.65%
	680,593
	1.40%

	After-tax Profit
	524,908
	2.69%
	1,110,440
	2.285

	Depreciation
	0
	
	1,105,882
	

	Cash Flow from Operations
	524,908
	
	2,216,322
	

	Investment:
	
	
	
	

	   Incremental inventory
	
	
	1,953,545
	

	   Equipment costs
	
	
	4.500,000
	

	   Bldg. Costs—Leasehold Improvements
	
	
	
3,500,000
	

	       Total Investment
	
	
	9,953,545
	

	Incremental cash flow
	
	
	1,691,414
	

	Payback (years)
	5.88
	
	
	

	FC = Fixed Cost
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Reading 12-1: How Forest Product Companies Analyze Capital Budgets
by Jack Bailes, James Nielsen, and Stephen Lawton


Twenty years ago we conducted a survey of forest products companies to investigate the nature of the capital budget project evaluation techniques, methods of risk analysis, and post audit procedures. Because the forest products industry has changed so much, it is appropriate to once again look at the issue of capital budgeting practices within the industry.
A survey was sent to the chief financial officers of 87 U.S. forest products companies, consisting of all of the independent firms (i.e., separate divisions of a single parent company were not included) currently participating in the Oregon State University Forest Products Industry Monograph Program.1 The survey questionnaire was completed by 29 firms, representing a response rate of 33%—slightly lower than the 47% response rate received in the 1977 survey. Sixteen of these firms operated in the wood products side of the industry. There were only two firms operating exclusively in the pulp, paper, and packaging side of the industry, and the remaining 11 firms sold both wood and paper-related products. This industry breakdown of firms was similar to the breakdown of firms responding in 1977.
Although there are still a number of smaller forest products companies operating in the U.S., the largest percentage of firms (over 33%) had annual sales and total asset levels exceeding $500 million. Such a finding was not surprising given the consolidation that has taken place within the industry in the past 20 years.
The companies also were asked to report the dollar amount of their annual capital budgets for both timber-related investments and plant and equipment. These results are shown in Table 1. As was the case in 1977, the annual capital budgets were found to be approximately 10% of total assets.

CAPITAL BUDGETING EVALUATION METHODS
The survey provided description of the four major capital budgeting techniques used most often by financial analysts in order to determine the degree to which sophisticated capital budgeting methodologies were being used. These techniques include accounting rate of return, payback period, internal rate of return, and net present value. The company was asked to identify which of these methods were used in the capital budgeting decision-making process and whether or not they were used as a primary evaluation technique, secondary evaluation technique, or only a project screening technique. This was done separately for timber-related investment decisions and plant and equipment investment decisions. In addition, each company was asked to describe other formal evaluation techniques that they employed as well as other factors they considered relevant to the capital budgeting process.

PRIMARY EVALUATION TECHNIQUES
Several interesting results emerge from the data showing the number and percentage of firms using each of the four methodologies as a primary evaluation technique to judge the acceptability of both timberland and plant and equipment purchases. First, a far greater percentage of firms use one of the discounted cash flow techniques in evaluating timber-related investments (76%) than they do in the case of plant and equipment purchases (55%). These results are conceptually reasonable because the long life of timber-related investments makes the time value of money particularly important. By the same token, fewer companies use pay-back period as a primary evaluation technique when making timber investment (15%) than in the case of plant and equipment purchases (33%). The payback period is most useful as a short-term screening technique; therefore, it should be less useful when looking at timber purchases (Table 2).
The most significant finding, however, is the fact that the discounted cash flow techniques of internal rate of return and net present value are much more widely used today as a primary evaluation technique than they were in 1977 when they were used by only 44% of the forest products companies. Furthermore, in 1977, several of the smaller companies reported that they only used subjective judgment in making capital budgeting decisions. Only one of the smaller companies in the current survey relied solely on subjective judgment.










	Table 1. SIZE OF CAPITAL BUDGET
	
	Table 2. PRIMARY EVALUATION TECHNIQUES

	Capital Budget
(in millions)
	Timber Investments
	Other Capital Investments
	Total Capital Investments
	
	Capital Budgeting Technique
	Timber Investments
	Other Capital Investments

	Less than $5
	  7 Companies
	12 Companies
	11 (38%) Companies
	
	Accounting rate of return
	  3 (9%) Companies
	  6 (13%) Companies

	$5 to $10
	  5 Companies
	  1 Company
	  2 (7%) Companies
	
	Payback period
	  5 (15%) Companies
	15 (33%) Companies

	$11 to $50
	  4 Companies
	  6 Companies
	  6 (21%) Companies
	
	Internal rate of return
	13 (38%) Companies
	15 (33%) Companies

	Over $50
	  2 Companies
	  9 Companies
	10 (34%) Companies
	
	Net present value
	13 (38%) Companies
	10 (22%) Companies

	Total
	18 Companies
	28 Companies
	29 Companies
	
	Total
	34 Companies
	46 Companies

	
	
	
	
	
	
	
	

	Table 3. SECONDARY EVALUATION TECHNIQUES
	
	Table 4. PROJECT SCREENING TECHNIQUES

	Capital Budgeting Technique
	Timber Investments
	Other Capital Investments
	
	Capital Budgeting Technique
	Timber Investments
	Other Capital Investments

	Accounting rate of return
	 5 (23%) Companies
	 6 (22%) Companies
	
	Accounting rate of return
	 1 (6%) Company
	 4 (15%) Companies

	Payback period
	 8 (36%) Companies
	13 (48%) Companies
	
	Payback period
	 4 (24%) Companies
	11 (42%) Companies

	Internal rate of return
	 5 (23%) Companies
	 3 (11%) Companies
	
	Internal rate of return
	 6 (35%) Companies
	 8 (31%) Companies

	Net present value
	 4 (18%) Companies
	 5 (19%) Companies
	
	Net present value
	 6 (35%) Companies
	 3 (12%) Companies

	Total
	
	22 Companies
	27 Companies
	
	Total
	17 Companies
	26 Companies




SECONDARY EVALUATION TECHNIQUES
The number and percentage of firms using each of the four methodologies as their secondary evaluation technique has not changed much from the 1977 results (Table 3). The payback period is still the dominant secondary technique although it is more widely used for plant and equipment decisions than for timber investments. In addition, the accounting rate of return is used substantially more as a secondary evaluation technique than as a primary evaluation technique for all types of investment decisions.
While arguments can be made that neither the accounting rate of return nor payback methods consider the time value of money and the economic impact that this has on the market value of the firm, both of these methodologies have some redeeming features. Both are intuitive and easy to understand. Both are easy to calculate. In the case of the payback period, the focus is on liquidity, which is clearly an important issue for a capital-intensive firm. Moreover, accounting information is almost always available for the project under consideration and for the firm as a whole. Thus, the calculation of accounting rate of return is a normal by-product of the companies’ financial accounting information systems.
PROJECT SCREENING TECHNIQUES
In the 1977 survey we did not ask about the use of any of these four methodologies as screening techniques in the capital budgeting process. These results for 1997 in Table 4 show once again the emphasis forest products firms place on the discounted cash flow methodologies in evaluating timber investments. Seventy percent of the firms find these techniques useful even at the project screening stage. On the other hand, payback is the most commonly used screening technique for investments in plant and equipment.

COMPANY SIZE AND EVALUATION TECHNIQUES
In an analysis of the size of the forest products companies in relationship to the type of evaluation techniques, we see that size is still the dominant factor when it comes to using discounted cash flow analysis in analyzing anything other than timber investments. For timber investments, even the smaller companies favor the discounted cash flow techniques. On the other hand, in plant and equipment decisions, the combined accounting rate of return and payback method responses equaled or exceeded the discounted cash flow responses in all companies whose sales were less than $500 million.
It is also interesting to note that none of the largest forest products firms used either accounting rate of return or payback when evaluating timber purchases, and only two out of the 12 largest firms used accounting rate of return when evaluating plant and equipment. The shares of many of these firms are publicly owned, so it is not surprising that investment decisions tend to be market driven. Because book value and net income do not have much to do with cash flow and market value, accounting rate of return measures do not tell the managers of these publicly owned firms what they really need to know.

OTHER FACTORS RELEVANT TO THE CAPITAL BUDGETING DECISION
When we review the comments that were received from respondents regarding capital budgeting decisions, two conclusions emerged. In the case of timber investments, the most important issue centered on strategic wood supply considerations—namely, current availability, expected acquisition cost, location, age, and class of timber, as well as what was likely to happen to any of these factors in the future. To firms selling wood, pulp, paper, or packaging products, this issue of availability is of prime importance. To remain in business, firms need an ongoing supply of timber. As a result, financial analysis techniques that emphasize the accounting concepts of breakeven analysis and shutdown costs are getting increased attention by forest products firms.
On the plant and equipment side, it was not surprising to learn that one of the most important issues has become the need to comply with the regulatory standards concerning health, safety, and the environment. With more and more of these types of pressures likely in the future and with the dollar cost of failing to satisfy these concerns rising, traditional financial analysis may very well become a secondary criterion used to evaluate investment options. Two companies also mentioned the importance of the custodial role they feel forest products companies have with regard to maintaining the timber resource and the overall welfare of their employees.

RISK-ADJUSTMENT METHODOLOGIES
An extended time horizon is implicit in all capital projects. This factor is particularly true in timber acquisition projects and increases the difficulty of accurately forecasting the future costs and returns in these projects. For this reason, risk is an important concern in capital budgeting. Traditionally, there have been three common quantitative methods of adjusting capital projects for risk. The first technique is to raise the cost of capital used as a cutoff rate or used in discounting future cash flows in the net present value methodology. The second technique is to adjust the project life downward. The third approach involves the use of sensitivity analysis where a range of future expectations is considered in the project analysis. In particular, the projected costs can be increased, and/or the projected benefits can be decreased. This approach can determine the extent to which the actual costs and benefits could deviate from the most likely estimate before an acceptable project would become unacceptable.
In 1977 only 44% of the respondent companies reported using one of these three quantitative risk adjustment techniques. Moreover, the majority of the companies used the sensitivity analysis approach. In the 1997 survey, the percentage of companies using formal risk adjustment had risen to 76% (22 of the 29 firms). Only 17% (five firms) reported that they do not adjust for risk at all in evaluating capital budgeting decisions. The remaining 7% (two firms) attempted to consider risk subjectively. These results support the finding noted earlier that forest products companies are becoming more sophisticated in their capital budgeting methodologies. 
While sensitivity analysis continues to be the risk adjustment technique of preference for all size categories of firms, and there does not appear to be much difference in the type of risk adjustment technique used in analyzing timber and non-timber investments, some of the larger forest products firms are beginning to use other methods to analyze risk. Some of these techniques include the use of formal probability analysis, in which firms actually attempt to calculate the probability of investments earning a return greater than the cost of capital or earning a positive net present value, and less formal methods such as shortening the payback period and reducing the amount initially invested for projects involving higher risk.
Furthermore, one company reported using a decision tree approach in evaluating plant and equipment purchases. Under this technique, a firm would attempt to lay out several different scenarios, assign probabilities to each scenario, and then calculate expected profitability measures based on either the firm’s cash flow or accounting net income. This technique would appear to be particularly relevant in the case of changing regulatory environments or widely fluctuating timber prices noted earlier.
POST-AUDIT PROCEDURES

It is generally recommended that companies should conduct a post audit to compare the actual results of a capital project with the original forecasts that were used in determining that the project was acceptable. This procedure not only can serve as an evaluation of project implementation but also as an evaluation of the entire capital budget planning process. Companies can use this information to evaluate the accuracy of their forecasts and whether they have been using the appropriate project analysis techniques. In 1977, two thirds of the forest products companies conducted some form of formal post audit of their capital projects. In the 1997 survey, over three quarters of the respondents report that they do post audits of their capital investment projects.
All 12 of the largest companies in the survey do use post audits for their capital projects as do most of the firms in the $50-$100 million and $101-$500 million categories. In fact, post audits seem to be the general practice in all but the smallest companies where only one of the respondent firms has a post audit procedure in place.AN INDUSTRY IN TRANSITION
The forest products industry—an industry composed of firms selling wood, pulp, paper, and packaging products—plays a significant role in the global economy, accounting for nearly 3% of the global Gross Domestic Product. A distinguishing feature of this industry is its degree of capital intensity; the assets of firms operating in this industry consist primarily of timber holdings and substantial plant and equipment.
In recent years, the forest products industry has been transformed by external forces that have exerted pressure for new forestry techniques and an overall structural change within the industry. Inflationary pressures alone have caused the cost of timber and timberland to rise to unprecedented levels. Population and economic growth combined with the increased standard of living in many countries has resulted in an increasing demand for forest products. Heightened government regulation and environmental legislation will continue to increase as society places greater emphasis on non-timber benefits that accrue from forests such as bio-diversity, wildlife habitat, water storage, recreation, and aesthetics.
The forest products industry is responding to these forces by implementing capital and technology intensive strategies throughout its operations from the forest to the marketplace. Many forest products firms are shifting their timber supply from natural forests to plantation forests that utilize costly genetics and breeding technologies in their intensive silvi-cultural practices. These plantation forests are vertically integrated with capital intensive, eco-efficient production facilities. Those firms that have not been able to meet the above challenges either have had to close down operations or they have been acquired by competitors. The net result has been a significant decline in the number of firms in the industry.

Comments about post auditing procedures indicate that post audits typically were conducted between six months to one year after projects were fully operational. Second, in most cases, post audits were mandatory on all large projects (i.e., over $5 million) with the results being reported to the board. Conducting post audits on smaller projects typically was at the discretion of the audit committee, company president, or business unit vice president depending on the size .of the firm involved. Third, most firms conducted post audits on only the first-year results, with one firm reporting that it audited up to five years’ results in the case of very large investments.
The most interesting comment received regarding post audits was:

“We pick a finance person and a manufacturing person from a different plant/mill to act as a team to perform the audit. They are given a copy of the project and all backup information and are given three to four months to complete the audit, while continuing with all their normal job requirements. They prepare the audit report and then give a presentation to our audit committee. Normally, only larger projects are post audited. All other financially justified projects are reviewed in a less formal process. These reports are completed by the responsible plant/mill and routed around for review.”

The fact that this firm used individuals from both finance and manufacturing in addition to requiring that they be from a different operating unit increases the likelihood that the post audit results for the major investments would be unbiased.

MORE COMPANIES USE IRR AND NPV
On the basis of the survey, the following conclusions can be made regarding capital budgeting practices in the forest products industry in the last 20 years. First, there has been a significant increase in the use of the more sophisticated and theoretically preferred discounted cash flow methodologies of internal rate of return and net present value for all capital investment decisions. While firm size continues to be the dominant factor when it comes to the use of these methods in evaluating plant and equipment purchases, even smaller firms use them in the case of timber investments. Moreover, a greater percentage of firms are now applying discounted cash flow techniques in the preliminary or project screening stages of their capital budgeting process.
Second, risk analysis has taken on increased importance. A greater percentage of firms are using quantitative techniques, and those that do not at least attempt to consider risk subjectively.
Third, only smaller firms have failed to implement post audit procedures on a consistent basis as a way to both monitor and control their major capital investments. Post audit procedures in medium-sized and large firms not only are becoming more formal in terms of reporting requirements, they are also more extensive in terms of the actual analysis procedures being employed.
Fourth, other procedures such as breakeven analysis, probability analysis, and decision trees are coming into use as relevant capital budgeting methodologies. In addition, noneconomic issues are taking on a greater degree of importance in the decision-making process. The issue most often cited is the changing regulatory climate in the forest products industry especially as it relates to health, safety, and the environment. Each of these areas relates to the company’s custodial role concerning both timber resources and employees. 


1In 1977, there were 241 companies participating in the Oregon State University Forest Products Monograph Program.




Reading 12-2: How ABC Was Used in Capital Budgeting
by Steve Coburn, Hugh Grove, and Tom Cook



How do you estimate cash flows for capital expenditure projects in your company? Many firms use broad strategic approaches for estimating cash flows that are not closely tied to detailed tactical assumptions about future operations. These forecasts may not be very reliable because cash flow projections of new products can have a 30% to 40% margin of error.
A new division of a Fortune 500 company was established to analyze new business opportunities in the electronic (broadband) marketplace of interactive television. The company and data have been disguised here for confidentiality purposes. The initial investment proposal was to develop a “cybermall,” similar to the way marketing service organizations bring together sellers and buyers in the traditional television marketplace. At the time, this cybermall proposal was a new idea without any close counterparts in this emerging electronic marketplace.
Senior management of this new division initially had focused upon the marketing strategy of “speed to market” for this cybermall project. Thus, the business case forecast was done at a broad strategic level with few supporting details. A consulting firm provided general forecasts of the electronic market size and market share which it converted into aggregate forecasts of revenue, operating costs, and capital costs. Driven by this “speed-to-market” strategy senior management was willing to commit $50 million to this cybermall project, based upon the business case forecast.
The chief financial officer (CFO) of this new division, however, successfully argued for a tactical translation of the business case’s broad strategic view into a detailed analysis of the cybermall’s projected business processes and activities. Senior management approved the CFO’s proposal because it still had concerns about how the technical development and deployment of the electronic marketplace would impact the cybermall financial forecasts. The CFO’s proposal became an activity-based cost (ABC) model (with bench-marking) that created a pro forma process engineering approach for analyzing this business opportunity.
Process analysis typically has been used for reengineering existing—not pro forma—processes.1 In contrast, this business opportunity related to an emerging industry with new processes. Also, ABC has been advocated for use in annual, not capital, budgeting.2 Using ABC for capital budgeting analysis of this cybermall project created an example of activity based management (ABM), which has been defined as providing economic information for management decision making.3
The ABC model (with benchmarking) forecasted business processes, activities, revenues, operating costs, and capital costs for this cybermall project. This tactical ABC approach generated forecasts that differed significantly from the forecasts of the strategic business case. For example, the ABC model forecasted that an additional $10 million of capital costs would be needed. Also, revenue forecasts were slowed down and startup cost forecasts were increased. Senior management used these ABC results to reverse its initial decision to go ahead with this cybermall project.
Thus, the CFO provided strategic AEM information and became part of the business decision-making process. Senior management also has decided to use this ABC approach for evaluating future business opportunities. Such a strategic role has been advocated as the most important goal for a CFO’s mission statement and the future of management accounting.4
The ABC analysis provided an understanding of projected business processes and activities that allowed senior management to have more confidence in the detailed tactical ABC forecasts, rather than the initial, broad strategic forecasts. This pro forma ABC approach also is a logical next step for companies currently using ABC and bench-marking to understand existing business processes and activities.
We describe here an overview of the business case and the ABC model approaches; then a description of the ABC approach for analyzing this cybermall project is provided. Finally, the forecasts from both approaches are compared.

BUSINESS CASE VS. ABC MODEL APPROACHES
Figure 1 provides an overview of the business case approach to capital budgeting for this cybermall project. The strategic business case forecasts started with broad market assumptions concerning electronic market size and share provided by a consulting firm. 
These consultants then converted this market data into general projections of revenues with few supporting details. They also used general cost assumptions to project variable and fixed expenses without any detailed cost analyses.
Market
Assumptions

General Cost
Assumptions

Projected Revenues
Fixed and Variable Expenses
Revenue/ Expense Projections
Capital Budgeting Model

Pro Forma Statements
Figure 1: BUSINESS CASE MODEL

For example, the budget line items of technology development, video production, and network
operations were mainly aggregate fixed cost forecasts. The few variable cost forecasts were based upon general revenue projections, such as distribution access as a flat fee per subscriber and order processing as a specified amount per customer. A key capital infrastructure forecast used just one type of client/server technology for all interactive television markets although four different types of client/server technology were being deployed by cable system operators.
The business case provided general revenue and expense projections and pro forma financial statements. Also, the business case provided senior management with capital budgeting information for the decision criteria of net present value (NPV), internal rate of return (IRR), and payback.
Figure 2 provides an overview of the ABC approach to capital budgeting for this cybermall project. The tactical ABC model forecasts were based upon detailed benchmarked data from the cybermall business process analyses provided by the CFO. Using benchmark assumptions, the ABC approach developed a broadband deployment or build-out schedule of the electronic marketplace for potential interactive television subscribers. It also developed a transaction volume schedule for potential cybermall customers. Both schedules were used to help generate the revenue, cost, and capital assumptions and projections of the ABC model.
The ABC model created a broadband network deployment schedule by benchmarking with external parties to obtain detailed data concerning the build-out of the broadband infrastructure for the electronic marketplace. The ten largest cable or multi-system operators (MSOs) were projected to build or deploy broadband infrastructures over five years, starting in 1996, and all other MSOs to deploy over seven years, starting in 1997. This deployment was projected to start in the 50 largest cities or suburbs named as areas of dominant influence (ADI).
Using this deployment schedule as a starting point, the ABC model created a detailed transaction volume schedule by benchmarking shopping participation, purchase frequency, and average spending for this cybermall project. Because no interactive television operators existed for this emerging market, the traditional television marketing operators, Home Shopping Network (HSN) and the QVC system, were used as indirect or “out of market” benchmarks. For example, HSN had about five million active shoppers representing 8.3% of the homes reached, and QVC had four million shoppers representing 8.0% of the homes reached. Also, HSN repeat customers had made purchases between five and seven times a year. Average spending per shopping household for repeat customers was about $300 for HSN and about $500 for QVC.
The tactical ABC model used detailed revenue assumptions and forecasts for this cybermall project, as opposed to the general 
ones of the strategic business case. The ABC model forecasted slower access to cybermall customers, primarily due to delays in developing and provisioning the broadband network. Accordingly, the revenue forecasts for the early years were lower than in the business case. Concerning the ABC pool costs, the ABC model used a pro-forma process engineering approach to construct activity resource consumption profiles and transaction (cost) drivers that were multiplied together to derive the ABC expense projections. A cybermall value chain of workflow or business processes was specified with key activities and cost drivers. This pro forma process engineering approach is described below.
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PRO FORMA PROCESS ENGINEERING
A pro forma process engineering approach was used by the ABC model to forecast operating and capital costs for the cybermall project. A cybermall value chain was created with six sequential workflows or business processes as shown in Table 1. First, cybermall seller relationships must be developed to provide the goods and services available for purchase on this interactive television system. Second, the system to operate interactive television applications must be developed. Third, content programs must be purchased or produced. Fourth, the ongoing operations of this interactive television system must be performed, especially the processing of cybermall buyers’ orders. Fifth, the marketing of the cybermall must be done. Sixth, the network distributors and access fees must be managed.
Major activities were identified for each of these six business processes in the cybermall value chain. Resource consumption profiles and cost drivers were identified for the major activities. Cost pool rates were calculated and multiplied by the number of cost drivers needed at various transaction volumes to project the ABC process expenses as summarized in Table 1. Detailed capital costs also were forecasted for various levels of activities. The $2 million total capital costs in Table 1 represented four initial broadband deployments. Each deployment used a different type of client/server, and each server type was estimated to require $0.5 million in capital costs. Over the initial 10-year period of this cybermall project, 120 network deployments were estimated for total capital costs of $60 million, which was $10 million or 20% higher than the business case estimate of $50 million, as shown in Table 2. Also, three types of external parties were identified because they were needed to perform critical activities in various business processes for this cybermall project to become operational. First, cybermall sellers were needed to do core programming in the content production process. They also were needed in the operations process for selling, shipping, billing, and collecting the cybermall goods and revenues. Second, software vendors were needed to develop and test network applications, video content programs, and network operations for the cybermall. Third, distributors were needed to develop, operate, and deploy the interactive broadband network where the cybermall will be located.

Seller relationship process. The seller relationship business process for the cybermall has three major activities. First, for the activity of acquiring cybermall sellers, account managers are needed to obtain and maintain sellers of goods and services. One full-time equivalent (FTE) manager and one secretary are projected for 1995, increasing to a cap of seven FTEs by 1997. Second, for the promotion activity, the cybermall will be publicized with an annual budget for promotional mailings to potential sellers and distributors. Third, a general manager is needed for managing seller relationships. One half-time position is needed in 1995, increasing to a cap of two FTEs by 1997.

Application development process. Application development business process for the cybermall has four major activities. First, product concept will be defined and evaluated with product research, product specifications, and simulated operations. Capital costs of $350,000 are needed for simulation equipment, a client/server, workstations, and personal computers. Second, two key types of design application activities are needed. An asset management system will be developed with a simulated startup for this cybermall. Capital costs of $150,000 are needed for video equipment, software, and production workstations. Also, an automated order processing system for cybermall customers will be developed with $100,000 of capital costs. Third, for the database activity, a database operations center will be developed. Capital costs of $300,000 are needed for the central hardware to coordinate the workstations. Fourth, two key types of technology activities are needed. For the planning activity, three technical employees and $50,000 for test equipment each year are needed to maintain technical core competency and to update technical strategy continuously. For the deployment activity, this cybermall project will be adapted to four technology types of client/servers and will cost $100,000 for each type of server. Thus, capital costs of $400,000 are needed initially to provision four servers (one for each server type).

Content production process. The content production business process for the cybermall has three major activities. First, for the brokerage of program purchases, rights to use existing programming will be purchased when appropriate for this cybermall. Estimated annual costs are $100,000 in 1995, increasing to a $700,000 cap by 2000. Second, for the program production activity, programs for video content describing the cybermall sellers will be produced in-house or outsourced. It is assumed that the company and the sellers will split these costs equally, which are similar to the brokerage program costs. Third, concerning post-production guidelines, costs to monitor and manage programming and production are estimated as one technical employee in 1995, increasing to cap of four FTEs by 1997.



	
Table 1. KEY ACTIVITIES, DRIVERS AND COSTS IN THE CYBERMALL VALUE CHAIN

	Business
Processes
	Major Activities
	Cost Drivers
	Process Expenses
	Capital
(000,000)

	Seller
	Acquire sellers
	No. of sellers
	Selling
	$0

	Relationship
	Do promotions
	No. of direct mailings
	Selling
	0

	
	Manage seller relationships
	Annual staffing
	Selling
	0

	Application
	Product concept
	No. of product start-ups
	Product R&D
	$.4

	Development
	Design application:
	No. of Product Start-ups
	Product R&D
	

	
	Asset mgt. system
	
	
	$.1

	
	Order process sys.
	
	
	$.1

	
	Develop database
	No. of product start-ups
	Product R&D
	

	
	Technology:
	
	
	

	
	Planning
	Annual staffing
	Product R&D
	0

	
	Deployment
	No. of client server types
	Product R&D
	$.4

	Content Production
	Brokerage of Program purchases
	No. of programs
	Content production
	0

	
	Program production
	No. of programs
	Content production
	0

	
	Post production guidelines
	Annual staffing
	Content production
	0

	Operations
	Order processing
	No. of orders
	Operations
	$.1

	
	Customer service
	No. of network head-ends
	Operations
	$.1

	
	Provision network
	No. of fiber loops
	Operations
	$.5

	
	Seller interface
	Annual staff
	Operations
	0

	Marketing
	Buyer acquisition
	No. of buyers
	Marketing
	0

	
	Advertising
	No. of ads
	Marketing
	0

	
	Public Relations
	Annual staffing
	Marketing
	0

	
	Buyer maintenance
	Revenue Percent
	Marketing
	0

	Network
	Distributor Relationships
	Annual staffing
	Distribution
	0

	Distribution
	Access Fee
	No. of buyers
	Distribution
	0

	
	Capital Costs in Table 2: 4 types of Deployment  * $.5 = $  2.0

	
	Total Capital Costs in Table 1: 120 Deployments  * $.5 = $60.0






Operations process. The operations process has four major activities. First, for the order processing activity, there will be two cost structures. Manual processing will be used from 1995 through 1997 until higher cybermall shopper volume is obtained. Thereafter, automated processing will be used with capital costs of $100,000. Second, concerning customer service, employee costs are estimated at one third FTE for each network head-end. Capital costs of $100,000 are estimated for workstations and software.
Third, to provision an interactive (broadband) television network, this cybermall project must be deployed on fiber loops, requiring video server equipment. Each server may feed up to four head-end networks and up to 500,000 interactively passed homes. Capital costs of $500,000 are estimated for the video servers, storage units, and personal computer systems to interface with the fiber loops. Fourth, for cybermall seller interfacing, one manager and three technical employees are needed for the post-production functions of program content and network operations.

Marketing process. The marketing process has four major activities. First, for the buyer acquisition activity, sales persons are needed to obtain cybermall shoppers or buyers. Related selling costs also are included. Such buyer acquisition costs are estimated to decrease over time. Second, advertising primarily via television and radio promotions is necessary. Costs for preparation of such advertisements are budgeted for $200,000 in 1996, increasing up to a $500,000 cap by 1999. Third, public relations activities included marketing management. Personnel are estimated at two FTEs in 1995, four FTEs in 1996, and eight FTEs thereafter. Fourth, concerning buyer maintenance, costs to maintain cybermall shoppers are estimated as a percentage of total revenue.

Network distribution process. The network distribution process has two major activities. First, account managers are needed to manage relationships with the distribution networks used by this cybermall. Personnel are estimated at one half time position in 1995, increasing to a cap of two FTEs by 1998. Second, concerning network access fees from 1995 through 1997, charges are based upon the number of cybermall shoppers making purchases and are paid monthly to the network provider. Thereafter, the charges will be based upon a percentage of total shopping purchases.
In summary, the tactical ABC model engineered pro forma business processes, activities, and cost drivers to calculate detailed revenue and resource consumption patterns, as opposed to the general assumptions of the strategic business case approach. Also, to help senior management make this capital budgeting decision, key operating statistics were compiled by the ABC model. Such statistics were not provided by the business case because it was done without detailed analyses. These statistics were classified by four types of metrics: buyers, sellers, networks, and infrastructure, as shown in Table 3.
	If comparisons had been available, the ABC model generally would have provided less optimistic forecasts of operating statistics because its related revenue forecasts were lower and startup cost forecasts higher than the business case. For example, the acquisition cost per buyer would have been higher and the revenue per seller, lower. In the network and infrastructure metrics, the access costs and the cost per minute/content both would have been higher.
	If the cost drivers were not already represented in the benchmarked transaction file, they were added to these existing transaction volumes. For example, a new cost driver for the number of client/servers was measured by the interactive television deployment sequence under the cybermall revenue assumptions. From the pro forma engineering analysis, an activity resource consumption profile was established to measure the cost of a client/server. Then, the number and cost of the client/servers were multiplied together to project the ABC expenses at various levels of interactive television deployment. Thus, detailed resource consumption patterns and transaction (cost) drivers were used to generate the ABC expense and capital forecasts, as opposed to general assumptions in the business case forecasts. For example, the application development and design costs were forecasted using the number of product startups as the cost driver. (A fixed cost was used throughout the business case.) For another example, manual order processing initially was assumed due to low customer volume in the startup phase. Subsequently, automated order processing was assumed. (A variable cost per customer was used throughout the business case.) The ABC model forecasted specific network operating costs using the cost drivers of network head-ends and fiber loops. (Aggregate amounts of fixed costs were used in the business case.) The ABC model forecasted capital costs that represented four types of broadband deployments, one for each of the actual types of client/servers being deployed by cable television operators. (Only one client/server type was used in the business case.)
	The ABC model calculated key operating statistics and differences between the ABC and the business case dollar projections and NPV, IRR, and payback results. The operating statistics are described in Table 3. The ABC model also generated pro forma financial statements. All this information was provided to help senior management make its final decision on this cybermall project. The ten different categories of the ABC model in Figure 2 were linked together as a series of related Excel spreadsheets to

	
Table 2. COMPARISONS OF ABC VS. BUSINESS CASE
(In millions and 10-year totals)

	Panel A: Key Projections:

	
	
	
	Variances

	
	Business Case
	ABC Model
	Increase 
(Decrease)
	 Percent

	Total revenues
	$1,650
	$1,480
	($170)
	(10%)

	Total cash operations expenses
	$1,000
	$  950
	($ 50)
	(5%)  

	Total net income after tax
	$  250
	$  175
	($ 75)
	(30%)

	Total capital expenditures
	$   50
	$   60
	$ 10 
	20%  

	Total net cash flow
(without residual value)
	$  400
	$  320
	($ 80)
	(20%)

	Panel B: Key Decision Criteria:

	1. Without Residual Value:
	
	
	
	

	Internal rate of return
	43%
	33%
	(10%)
	(23%)

	Net present values:
	
	
	
	

	@20%
	        $ 60  
	$ 35  
	($25)  
	(42%)

	@30%
	$ 20  
	$  4  
	($16)  
	(80%)

	@40%
	$  3  
	($  8)  
	($11)  
	N/A

	Discounted payback @20% in yrs.
	7    
	9   
	2   
	29% 

	2. With Residual Value:
	61%
	50%
	(11%)
	

	Internal rate of return
	
	
	
	(18%)

	Net present values:
	
	
	
	

	@20%
	$225 
	$190  
	($35)  
	(16%)

	@30%
	$100 
	$  80  
	($20)  
	(20%)

	@40%
	$ 40 
	$  25  
	($15)  
	(38%)




facilitate risk analysis. The final ABC model used six megabytes of random access memory.
COMPARISONS OF FORECASTS
For this cybermall project, 10-year financial forecasts are summarized in Table 2. Panel A has comparisons of key dollar projections for the business case and the ABC model. Panel B has comparisons of key capital budgeting forecasts for the business case and the ABC model. In Table 2, the residual value for this cybermall project represented the net present value of its sales price in year 10. The ABC spreadsheet model calculated both dollar and percent variances between the two approaches as shown in Table 2.
Key projections of 10-year financial amounts for both approaches were summarized in Panel A of Table 2. For the business case, key dollar projections were (in millions): $1,650 revenues; $1,000 cash operating expenses; $250 net income after taxes; $50 capital expenditures; and $400 net cash flow without residual value. For the ABC model, key dollar projections were (in millions): $1,480 revenues; $950 cash operating expenses; $175 net income after taxes; $60 capital expenditures; and $320 net cash flow without residual value. Concerning the variances, all the business case forecasts were from 5% to 30% higher than the ABC model forecasts, except for capital expenditures, which were 20% ($10 million) lower. Consequently, the ABC dollar projections, especially the 20% reduction in net cash flow, generated lower capital budgeting forecasts than in the business case.
Capital budgeting forecasts for both approaches are summarized in Panel B of Table 2. For the business case, the internal rates of return were 43% without any residual value and 61% with the residual value. The net present values were $60 million, $20 million, and $3 million, using cost-of-capital rates of 20%, 30%, and 40%, respectively, without any residual value. With the residual value, the net present values were much larger at $225 million, $100 million, and $40 million, respectively. The discounted cash flow payback was seven years, using a 20% cost of capital rate.
For the ABC model, the IRRs were 33% without any residual value and 50% with the residual value. The NPVs were $35 million, $4 million, and negative $8 million, using cost of capital rates of 20%, 30%, and 40%, respectively, without any residual value. With the residual value, the NPVs were much larger at $190 million, $80 million, and $25 million, respectively. The DCF payback was nine years, using a 20% cost-of-capital rate.
The variances for the capital budgeting forecasts showed that the ABC model results were significant-ly lower than the business case results. The IRR decreased by 23% and 18%, without and with the residual values, respectively. The NPVs were reduced from 16% to 80%, depending upon which cost of capital rate was used. The DCF payback was increased by two years or 29%. With higher capital forecasts and lower revenue and cash-flow forecasts, the ABC capital budgeting forecasts were less favorable for this cybermall project than the business case forecasts.
From the ABC analysis, the electronic marketplace deployment and resulting market share and revenues were too slow while the startup and investment costs were too big and too early to justify the cybermall project at this time. Also, the operating leverage for profit growth did not become favorable until the mid-life point of this cybermall project, as opposed to an earlier prediction in the business case.

ABC PROVIDES TACTICAL APPROACH
The ABC model provided a way to analyze future business opportunities concerning new types of products and services in emerging markets. The additional level of detail was the key difference from the business case approach for this cybermall project. The pro forma analysis of the business processes and activities with linkages to revenue and cost structures provided critical information for the final decision on this cybermall project.
This approach appears to be applicable to all types of capital budgeting decisions and should provide a unique opportunity for senior management to understand how business processes and activities impact revenue and cost forecasts. As in this cybermall project, the business case approach typically analyzes the symptoms of changes using various levels of market shares, revenues, and costs, but no clear analyses of the causes or drivers of these changes are provided. By contrast, such causal analyses are provided by this ABC approach which attempts to understand how changes in business processes and activities impact market share, revenues, and costs.
The ABC information provided a better understanding of the cybermall business processes and activities. This additional knowledge allowed senior management to have more confidence in its strategic decision making for this project. Senior management agreed that the additional costs spent on the ABC and benchmarking analyses were justified by the benefits of more detailed operating and financial information.
For example, the following key uses of this ABC model were identified for this cybermall project in the emerging electronic marketplace:
	Establishing linkages between technology (the electronic market deployment and distribution of interactive services) and financial forecasts,
	Using indirect or “out of market” benchmarks for revenue and cost forecasts,
	Creating a dynamic model that showed how unitized ABC costs behaved and changed over time in providing interactive services, and
	Specifying operating leverage more precisely with different step-cost functions at different levels of volume.
These key uses also helped clarify marketing strategies for this emerging industry; i.e., broad market coverage versus narrow or niche market development of interactive services.
As shown by the comparisons in Table 2, the tactical ABC model produced less favorable forecasts for the capital budgeting decision criteria than the strategic business case. Thus, senior management decided not to do this project at this time. Because the ABC model also was a working spreadsheet model, sensitivity and “what-if” risk analyses were performed but the final decision was to reject the project. Senior management decided not to be a first or early entrant into this emerging electronic market.
This ABC model provided a detailed tactical methodology to analyze business opportunities in emerging markets, as opposed to the general strategic view of the business case approach. The initial “speed-to-market” strategy in the business case was tempered by the tactical ABC analysis of the cybermall project’s feasibility Forecasts of the ABC model created more confidence in making this cybermall decision; therefore, senior management has decided to use this ABC model for analyzing subsequent business opportunities in the electronic marketplace. Thus, by using this ABC and bench-marking methodology to provide strategic information, the CFO became part of the strategic decision-making process in accordance with the key goal for a CFO’s mission statement and the future of management accounting.
______________
1	Refer to M. Hammer and J. Champy, Reengin-eering the Corporation, Harper Business, New York, 1993.
2	Refer to J. Schmidt, “Is It Time to Replace Traditional Budgeting?” Journal of Accountancy November 1992, pp.103-107.
3	Refer to R. Kaplan, “In Defense of Activity-Based Cost Management,” Management Accounting, November 1992, pp. 58-63.
4	Refer to A. Pipkin, “The 21st Century Controller,” Management Accounting, February 1989, pp. 21-25; and W. Birkett, “Management Accounting and Knowledge Management,” Management Accounting, November 1995, pp. 44-48.




	Table 3. KEY OPERATING STATISTICS

	Buyers:
	Networks:
	Infrastructure:
	Sellers:

	No. of shoppers
	Homes passed
	Programming shelf life
	Items per view hour

	Purchases per year
	Access cost percent of revenue
	Cost per minute/content
	Number of sellers

	Return percent
	ADl coverage percent
	Connect time
	Revenue per seller

	Browse time
	Network profitability
	Percent automatic fulfillment
	Transactions per month

	Repeat time
	Number of platforms supported
	Cost per transaction
	Percent ship date target

	Acquisition cost per buyer
	Number of shopping applications
	Transaction response time
	Seller renewal rate






Reading 12-3: Calculating a Firm’s Cost of Capital
by Michael S. Pagano and David E. Stout

THREE DIFFERENT METHODS OF DETERMINING THE WEIGHTED AVERAGE COST OF CAPITAL FOR MICROSOFT AND GENERAL ELECTRIC PRODUCE DIFFERENT RESULTS FOR EACH FIRM. THUS, CAREFUL JUDGMENT AND SENSITIVITY ANALYSIS ARE IMPORTANT COMPONENTS FOR DEVELOPING RELIABLE COST OF CAPITAL ESTIMATES. 


The idea of the “cost of capital” is fundamental to what managerial finance and accounting professionals do, directly or indirectly, as part of their participation on cross-functional decision teams. They need to understand and apply techniques for estimating the cost of capital for long-term capital budgeting; merger and acquisition analysis; use of Economic Value Added (EVA®) as a firm-wide financial performance indicator; incentive systems for financial control, using residual income for evaluating financial performance; equity valuation analyses; and accounting for purchased goodwill.1 
Here we offer readers an overview of theoretical and empirical issues involved in estimating a firm’s weighted average cost of capital (WACC), and we review and apply several methods for estimating WACC for two widely held U.S. firms: General Electric (GE) and Microsoft. The most difficult to estimate component of a firm’s WACC relates to the cost of equity capital (Ks), a process complicated in practice by the need to make various assumptions and practical choices. Conventional methods for estimating WACC, therefore, can yield substantially different approximations depending on the assumptions used in estimating Ks, so good judgment and sensitivity analysis are required when attempting to estimate a firm’s cost of capital for applications in accounting and finance. 

THEORETICAL FRAMEWORK

Conceptually, a firm’s cost of capital is an investor’s opportunity cost of investing his or her capital in that firm. An estimate of the firm’s WACC is an attempt to quantify the average return expected by all investors in the firm: creditors of short-term and long-term interest-bearing debt, preferred stockholders, and common stockholders.2 The firm’s cost of capital is a weighted average where the weights are determined by the value of the various sources of capital.3 
In Equation 1 we show the conventional formula for estimating a firm’s WACC. 

EQUATION 1

NWACC = ∑ wi • Kii = 1 
     	where, wi = the weight of the i-th 	source of capital (i = 1, …, N) based 	on that 	source’s aggregate market 	value in relation to the firm’s total 	value, 
     ∑i wi = 1, and 
     Ki = the expected return on the i-th 	security. 

The portion to the right of the equal sign in Equation 1 can be rewritten in a simplified equation when there are only two sources of capital: long-term interest-bearing debt and (common) equity, as shown in Equation 2. 
EQUATION 2 

WACC = wdKd(1 − T) + wsKs 
where, Kd is the expected cost of long-term debt, T is the firm’s marginal income tax rate (combined federal and state), Ks is the expected cost of common stock, and wd and ws are the weights of long-term debt and common stock in the firm’s capital structure.4 Note that this could be either its target or self-professed optimal capital structure.5 
When determining the weights of debt and equity, we use their market values rather than book values because market values are more reflective of the true worth of the company.
There are two models that can be used to estimate Ks: (1) a single-factor model called the Capital Asset Pricing Model (CAPM) and (2) a multiple-factor model called the Arbitrage Pricing Model (APM).6 Next, we briefly outline these models below and a third model, the “bond yield plus risk premium model,” that financial analysts frequently use. 
ESTIMATING THE COST OF EQUITY WITH CAPM 
To calculate Equation 2, we need a means of estimating the required returns (Ki) for each component of the firm’s capital structure. An asset-pricing model such as the CAPM can provide a convenient and theoretically consistent set of return estimates. The standard CAPM method says the required return on a risky asset such as common stock is related linearly to a nondiversifiable risk, otherwise known as “systematic” risk. Systematic risk is the riskiness of the “market portfolio” of all risky marketable assets. This relationship can be summarized concisely, as shown in Equation 3. 
EQUATION 3 

Ki = Krf + ßi (Km - Krf ) 
where, Krf = the expected return on a riskless security; Km = the expected return on the systematic risk factor, i.e., the market portfolio’s return, which is represented by the return on a large equity portfolio such as the S&P 500; and ßi = beta = a measure of the i-th security’s sensitivity to the systematic risk factor. 
A firm’s beta can be estimated from a regression using historical data for the returns on the stock (Ks) and a market portfolio proxy (Km). Typically, monthly returns data are used when estimating this regression. This CAPM beta will be biased when estimating a forward-looking cost of equity capital. A forward-looking estimate for Ks is important for our analysis because the CAPM (as well as the APM) assumes that investors base their investment decisions on expected returns on all marketable securities. In deriving their published estimates of corporate betas, brokerage and analytical firms such as Merrill Lynch, Bloomberg, and Value Line have used Marshall Blume’s idea to reduce the bias in the estimated beta and, in theory, improve one’s ability to develop forward-looking return estimates.7 Value Line’s adjustment technique is relatively simple, as shown in Equation 4. 
EQUATION 4
 
ßˆi = 0.35 + 0.67ßi 

where, ßi = beta estimated via Equation 3 using historical time-series data and ßˆi = an adjusted beta to account for the mean-reversion bias in the estimated beta. 
Estimating the other two key components of Equation 3, the risk-free rate (Krf) and the market risk premium (Km – Krf), also requires the analyst’s judgment.8
Since the advent of the CAPM in the 1960s to explain the pricing of assets, there have been numerous theoretical and empirical developments in asset pricing. In particular, CAPM’s single-factor relation described by Equation 3 can be generalized to accommodate multiple systematic risk factors using logic based on the concept of “financial arbitrage.” This newer approach, called the Arbitrage Pricing Model (APM), explicitly incorporates risk factors beyond the market portfolio factor, but the APM does not spell out what those extra factors should be, so researchers have been forced to rely on extensive empirical testing of numerous macroeconomic and financial variables to find additional factors that might improve the explanatory power of the CAPM.9 S. David Young and Stephen F. O’Bryne suggest using growth rates of real GDP and inflation, as well as interest rates, as additional factors in estimating Ks.10
Other researchers have popularized the use of a three-factor model consisting of: (1) the “excess return,” or risk premium, for the market portfolio (Km – Krf from Equation 3); (2) the return on a portfolio that represents the difference between the returns on a group of small capitalization stocks and the returns on a group of large capitalization stocks (referred to as a “Small Minus Big” portfolio, or an “SMB” factor, which is related to the size of the company); and (3) the return on a portfolio that represents the difference between the returns on a group of stocks with high market-to-book equity ratios and the returns on a group of stocks with low market-to-book equity ratios (referred to as a “High Minus Low” portfolio, or an “HML” factor, which is related to the relative valuation of the company).11
These two extensions of the CAPM are based on observed empirical relations and do not have a convincing theoretical justification for the additional factors. This has led many practitioners to stay with the more widely accepted and simpler CAPM approach. Yet there are advantages to using the APM, most notably the fact that it usually leads to greater explanatory power of real-world stock returns when compared to the CAPM. 

THE “BOND YIELD PLUS RISK PREMIUM” METHOD
 
The other technique for estimating Ks is the “Bond Yield Plus Risk Premium” (BY+P). The BY+P method is popular among some practitioners (most notably multibillionaire investor Warren Buffett) because of its simplicity and limited number of assumptions. The BY+P method is essentially an ad hoc empirical relation with no solid theoretical justification. Yet there appears to be some empirical validity in the notion that the return on a company’s stock can be estimated by taking the firm’s bond yield-to-maturity (YTM) and adding a fixed risk premium to this yield. So, for example, a firm with a current bond YTM of 7% would lead to an estimated Ks of 10% once a fixed 3% risk premium is added to the YTM.12 Although there is no theoretical reason for adding a 3% premium, it appears that this relation is just as good or better for many stocks than using a formal model such as the CAPM. 
CALCULATING GE AND MICROSOFT’S WACC

Let’s see how Equations 1 through 4 can be used to estimate a firm’s WACC. Our analysis uses 60 months of recent stock return data from the Center for Research in Security Prices’ (CRSP) database for all common stocks.13 We computed excess market returns (“market risk premiums”) by subtracting the return on one-month U.S. T-bills from the market portfolio returns. For the market portfolio factor, we used the monthly return on the CRSP Value-Weighted Stock Index.14 In addition to the above data, we also collected financial variables to estimate Eugene F. Fama and Kenneth French’s three-factor model, the APM.15 
In total, therefore, we use three models to derive our WACC estimates for GE and Microsoft: (1) the adjusted-beta CAPM, (2) the APM, and (3) the Bond Yield Plus Risk- Premium approach. 
COST OF EQUITY

In Table 1, we estimate the cost of equity capital, Ks, using the adjusted-beta CAPM approach and employing several different assumptions about the appropriate market risk premium (Km – Krf ) and the relevant risk-free rate (Krf ).
There is considerable debate about the appropriate forward-looking U.S. market risk premium to use for capital budgeting, investment planning, and other financial decisions. Financial economists Robert Shiller and Roger Ibbotson examined the same set of historical data to determine current expectations for the market risk premium, and they both came up with different answers.16 One suggests that the market risk premium in the U.S. is no more than 2% per annum while the other expects an average of 4% for the market risk premium as we progress in the early 21st century. Indeed, both of these figures are lower than the historical average U.S. risk premium of 6% to 8% that academic researchers have calculated and reported. 
There also is no consensus about which maturity of  U.S. Treasury securities is appropriate for estimating a risk-free rate, Krf, within the CAPM framework.17 For example, finance textbooks typically use the yield on a short-term U.S. Treasury security such as a one-month, three-month, or one-year T-bill, while many corporate practitioners use yields on longer-term instruments, such as five-year or 10-year Treasury notes, in order to match more closely the time horizon associated with long-term investment projects.18 
So, which estimates should be used? As is typical in situations where uncertainty exists, the analyst must rely on his or her best judgment and also perform sensitivity analyses to help quantify the impact of different assumptions on the output of whatever decision model is being used. 
Table 1 presents some possible alternative combinations of assumptions related to an analyst’s choice of market risk premium and risk-free rate. We use three sets of estimates for the risk-free rate (i.e., the approximate levels of the one-month, five-year, and 10-year U.S. Treasury securities) and three different expected market risk premiums (based on the two TIAA-CREF analysts’ estimates and a higher estimate of 6% based on historical experience). As can be seen from the results of using just one asset-pricing model (the adjusted-beta CAPM), a firm’s estimated Ks can vary substantially. For example, Microsoft’s estimated cost of equity can vary from a low of 4.0% to a maximum of 13.9% depending on the particular combination of risk-free rate and expected market risk premium. Likewise, GE’s estimated cost of equity also varies considerably, although less than Microsoft’s because of GE’s lower adjusted-beta estimate of 1.08 versus Microsoft’s 1.48.
Using the APM approach, one can simply repeat the steps for the CAPM except that the regression now contains multiple variables—the returns on the market, SMB, and HML portfolios—to estimate the regression model’s parameters. Then, as in the CAPM results reported in Table 1, the expected returns on these three portfolios are multiplied by their respective regression parameter estimates and summed to obtain an APM-based estimate of the firm’s Ks. We followed this procedure using five years of monthly data and then used a five-year average of the three portfolios’ returns as our estimate of these variables’ expected returns. The Ks estimates derived from our APM-based analysis are reported in Table 2.
Now, using the BY+P approach, we simply use an estimate of the expected return on the firm’s long-term bonds and add a fixed 3% risk premium to estimate a firm’s Ks. Similar to the APM estimates, we report the BY+P’s estimates of the firms’ Ks in Table 2. 

COST OF DEBT AND CAPITAL STRUCTURES 

After estimating the cost of equity capital, Ks, we can proceed to estimating the other components of GE’s and Microsoft’s WACC. For most firms, this entails estimating the after-tax cost of (interest-bearing) debt and debt’s relative weight within the capital structure. Some firms such as Microsoft, however, have no debt (or even preferred stock) in their capital structure. So estimating Microsoft’s WACC is simplified greatly because we only need its cost of equity capital. In fact, for an “all equity” firm (a company with no debt or preferred stock), the firm’s WACC is equal to its cost of equity (Ks). To see this, review Equation 2 and note that ws = 1.0 when the firm has only equity in its capital structure. In this case, wd = 0; therefore, Equation 2 simplifies to WACC = Ks. Thus, for Microsoft, we can stop here because estimates of Kd are not needed. 
For most companies, however, the capital structure does include at least some form of short-term and/or long-term interest-bearing debt. For them, we must estimate an after-tax cost of debt as well as debt’s weight within the capital structure. As noted earlier, market values of debt and common equity are preferred over book values because market values are more reflective of the true worth of the company. Yet the market value of a firm’s debt can be difficult to obtain, especially if the firm has privately issued debt such as bank loans and private placements of long-term debt.19 Thus, it is common for analysts to use book values for the short-term and long-term debt in the capital structure while also using market values for the firm’s common equity—assuming the firm is publicly traded. If the firm is privately held, then an analyst must also decide whether to use the book value of equity for calculating the weights in the firm’s capital structure or create a separate estimate of the market value of the firm’s equity using, for example, a DCF (Discounted Cash Flow) valuation model. If the latter approach is used, then a cost of equity capital must be estimated before the DCF equity valuation can be developed. In turn, this DCF estimate of the firm’s equity value can be used to develop the relevant weights of debt and equity in the firm’s capital structure. Once again, the way in which we estimate the value of equity of a privately held firm illustrates that calculating a firm’s WACC is both art and science.
Now we have an estimate of the firm’s capital structure and can turn to the final step in estimating GE’s and Microsoft’s WACC: estimating the after-tax cost of debt (referred to as Kd (1-T) in Equation 2). It is typically accomplished by either (1) looking up the current yield-to-maturity (YTM) of a representative sample of publicly traded corporate bonds that are judged to be of equivalent credit risk to the firm or (2) using the current YTMs of the firm’s outstanding bonds or bank loans.
To obtain data for the latter approach, an analyst can turn to the firm’s latest 10-K report, checking the footnote about the firm’s indebtedness. Here the firm will typically report its weighted-average interest rate on its long-term debt (including publicly and privately held bonds, bank loans, mortgages, etc.). For the former approach, the analyst can look at the market-based YTM of the firm’s bonds (or bonds of other companies with similar bond ratings and debt maturities) if the bonds are publicly traded and if Moody’s or Standard & Poor’s has rated the firm’s debt.
Our two stocks (as of this writing) have strong bond ratings (AAA for GE and AA for Microsoft). Thus, we can use a current estimate of the Moody’s Industrial average YTM for long-term corporate bonds rated AAA for GE, which is 6.63%. We do not need to estimate Kd for Microsoft’s after-tax cost of debt because the company does not have any. But, for completeness, we also include in Table 2 the YTM for AA Industrial bonds of 6.83% for Microsoft.20 As for the tax rate, T, we used an effective marginal tax rate of 40% for both firms to simplify our task. In practice, an analyst can examine the firm’s tax situation in more detail by accounting for tax loss carry forwards and other tax-related items to compute a more precise marginal tax rate. 

RESULTS 

Table 2 reports a column for each firm in our analysis. The first three rows of the table present the capital structure (i.e., weights) and the after-tax cost of (long-term) debt estimates for each firm. The next three rows report the cost-of-equity estimates for each of our three models. For the adjusted-beta CAPM estimates, we used the overall average Ks figure from Table 1 (9.3% for Microsoft and 7.7% for GE). We can view these estimates as ones based on an average market risk premium of 4% and an average risk-free rate of 3.33% (obtained by averaging the one-month, five-year, and 10-year Treasury yields from Table 1). As shown in Table 2, there are sizable differences in the Ks estimates across the three models. For GE, the Ks estimates range from 7.65% (for the adjusted-beta CAPM approach) to 12.06% (for the APM approach). 
Each method of estimating a company’s weighted average cost of capital yields significant variation. It should also be noted that the APM estimates are based on regression models that appear to describe real-world stock returns more accurately than the CAPM’s regression results. For example, GE’s adjusted R2 statistics for the CAPM and APM approaches are 0.51 and 0.66, respectively.21 Microsoft shows a similar improvement in its R2 statistic, rising from 0.34 to 0.49 when the APM approach is used. Thus, our results support the notion that the APM method often is more descriptive of actual stock returns than the CAPM.
The last three rows of Table 2 present the three sets of WACC estimates based on the adjusted-beta CAPM, APM, and BY+P methods. Given the variability in the cost-of-equity estimates in Table 1, it is not surprising that the three methods for calculating WACC also yield substantial differences. For example, GE’s WACC ranges from 6.06% (using the adjusted-beta CAPM) to 8.55% (based on the APM). Microsoft’s estimates are less dispersed than GE’s but also display a sizable range of 1.5 percentage points (from a low of 8.32% to a high of 9.83%). In general, deviations similar to the magnitude reported in Table 2 (if not greater) are commonly found when applying the theory of cost-of-capital estimation to real-world companies.

VARIABILITY IN WACC ESTIMATES

With such large variations in estimates of companies’ WACC, an analyst must exercise judgment when selecting a final estimate of the firm’s weighted average cost of capital. For example, the analyst might consider creating a simple average of the various WACC estimates. In theory, this averaging process could produce a more accurate final WACC estimate because errors in one estimation method might be canceled by errors attributable to another method.22 
Alternatively, the analyst might consider performing sensitivity analyses by using each of the different WACC estimates within the particular decision model— such as the DCF capital budgeting model. The analyst might find that the net present value (NPV) calculation in the model is not affected greatly by the choice of either the high, low, or average WACC estimates. In this case, he or she can feel more confident about the capital budgeting decision and valuation estimate. 
A serious dilemma arises, however, when different WACC estimates yield materially different “signals” from the valuation model. In this case, disclosure of the valuation model’s sensitivity to the choice of WACC might be appropriate. For example, when the valuation model’s estimates are highly sensitive to the choice of WACC, the analyst could report the minimum and maximum valuation estimates in order to provide some indication of the magnitude of this sensitivity. 

GRAPPLING WITH IMPRECISE ESTIMATES

Finance and accounting professionals need to be able to estimate the weighted average cost of capital because it pervades their work. They need WACC estimates for implementing the asset-impairment requirements of Statement of Financial Accounting Standards (SFAS) No. 144, “Accounting for the Impairment of Long-Lived Assets,” for example. They also need WACC for capital budgeting and equity valuation analyses, and for computing financial performance metrics such as EVA® and residual income.
A way forward, therefore, is for corporate accounting and finance professionals to use several methods for estimating WACC and choose a simple average of the estimates. Also, because of the inherent subjectivity involved in the WACC estimation process, we recommend they use sensitivity analysis whenever such estimates are used in managerial decision models.

Michael S. Pagano, Ph.D., CFA, is assistant professor of finance in the College of Commerce and Finance at Villanova University in Villanova, Pa. You can reach him at (610) 519-4389 or michael.pagano@villanova.edu . 
David E. Stout, Ph.D., is the Andrews Chair in Accounting at the Williamson College of Business Administration at Youngstown State University in Youngstown, Ohio. You can reach him at (330) 941-3509 or destout@ysu.edu. 

NOTES
1 Prior to the August 2001 issuance of Statement of Financial Accounting Standards (SFAS) No. 144, “Accounting for the Impairment of Long-Lived Assets,” goodwill (the excess of the purchase price over the fair market value of identifiable net assets acquired) was recorded on the books only during a “purchase” combination. In the past, purchased goodwill generally was amortized using the straight-line method over a period of 40 years. Now companies are required to “reevaluate” or “reassess” the “value” of goodwill each year and explicitly estimate impairment charges if the fair value of goodwill must be written down. Many companies are writing off a substantial part of what was previously carried on the balance sheet as an asset. “The new accounting treatment requires companies to test the value of goodwill they carry on their financial statements every year and write down its value if that figure is deemed excessive as a result of changing business circumstances,” according to Henny Sender, “Floods of Firms to Take Goodwill Write-Downs,” The Wall Street Journal, April 24, 2002, p. C5. The article continues: “The [new] accounting standard’s preferred approach for estimating fair value is a discounted cash-flow valuation model… such models will be highly dependent upon the assumptions management makes, in particular the cost of capital and cash-flow growth assumptions.” See, also, AAA Financial Accounting Standards Committee, “Equity Valuation Models and Goodwill Impairment,” Accounting Horizons, June 2001, pp. 161-170.
2 Noninterest-bearing liabilities such as accounts payable and taxes payable are not included in this calculation because a firm’s financial management does not typically control them. These “spontaneous” liabilities are due to sales and spending activity, and they directly affect a firm’s operating cash flows rather than its WACC. From a DCF valuation perspective, these noninterest-bearing liabilities are treated as a factor influencing the firm’s cash flows rather than the discount rate or WACC that is used to discount these cash flows.
3 By this definition, the WACC estimate should be forward-looking rather than based on past historical data. As we shall note later in this article, however, often the only practical way to form a forward-looking WACC estimate is by using past data and historical relationships.
4 Note that target weights rather than those based on existing market or book values are justified by the assumption that the firm’s capital structure will, over time, gravitate toward these target values and, therefore, can be considered more appropriate than market or book values reported at one point in time. Yet in Robert F. Bruner, Kenneth M. Eades, Robert S. Harris, and Robert C. Higgins, “Best Practices in Estimating the Cost of Capital: Survey and Synthesis,” Financial Practice and Education, Spring/Summer 1998, pp. 13-28, we find that the vast majority of large firms used market values rather than book or target values when estimating the relative weights of debt, equity, and preferred stock.
5 If the firm also has preferred stock in its capital structure, Equation 2 is amended to include the product of the weight of preferred stock in its capital structure, wps, and the expected return on the preferred stock, Kps. Typically, the market value of preferred stock is used to estimate wps, or a target percentage can be used, and the current dividend yield is used as an estimate of the expected return on the preferred stock, that is, Kps = Dividendps ÷ Market Priceps.
6 S. David Young and Stephen F. O’Byrne, EVA® and Value-Based Management: A Practical Guide to Implementation, McGraw-Hill, New York, N.Y., 2001, pp. 161-203; and Bruner, Eades, Harris, and Higgins, 1998, describe the assumptions underlying these two models and how to estimate Ks using both approaches. The interested reader can consult these books for a detailed treatment of these two methods of estimating Ks.
7 Marshall Blume, “Betas and Their Regression Tendencies,” Journal of Finance, June 1975, pp. 785-795. Blume’s key insight is that a firm’s beta measured over one time period tends to revert toward a mean close to 1.0 when measured over a subsequent time period. Thus, empirically estimated betas tend to revert over time to a mean of approximately 1.0. Blume’s 1975 article shows in detail how to adjust for this “mean-reversion” bias in estimated betas.
8 See Young and O’Byrne, 2001, pp. 161-203, and Bruner, Eades, Harris, and Higgins, 1998, pp. 13-28. The issues related to estimating these other components are discussed later when we present our empirical results for GE and Microsoft.
9 The search for extra factors has been motivated, in part, by the fact that empirical research has shown that the CAPM does not explain a good portion of the variation in common stock returns for individual firms. The CAPM, however, explains a great deal—typically 90% or more—of the variation of the returns on large portfolios such as mutual fund returns.
10 Young and O’Byrne, 2001, pp. 161-203.
11 Eugene F. Fama and Kenneth French, “Common Risk Factors in the Returns on Stocks and Bonds,” Journal of Financial Economics, February 1993, pp. 3-56.
12Some analysts will adjust this fixed risk premium downward if, in their judgment, a firm is less risky than the average firm; conversely, they will adjust the risk premium upward if they view the firm as being more risky than the average firm.
13The average return data and the CAPM beta estimates are based on monthly data over a five-year period. Many practitioners use a 60-month period to estimate a CAPM beta, but other sample period lengths and time frequencies (such as, daily and weekly returns for one to 10 years) have been used. The key trade-off between using daily returns versus monthly returns, for example, is the advantage of having more observations when daily data are used and the disadvantage that daily data are typically much “noisier” in a statistical sense. Thus, betas based on daily return data are typically less reliable in statistical and economic significance when compared to betas based on monthly return data, which are inherently less “noisy.” See Young and O’Byrne, 2001, for more details.
14 Practitioners can and do use other market portfolio benchmarks, such as the Center for Research in Security Prices’ (CRSP) Equal-Weighted Stock Index, the S&P 500, the Russell 2000, the Morgan Stanley World Stock Index, etc. Typically, the analyst will use an index that is widely available and representative of alternative investments that the average investor would consider part of his or her portfolio of risky assets. The CRSP Value-Weighted Stock Index is advantageous because it is the most comprehensive index of the market value and return behavior for an investor interested in investing in U.S. stocks.
15Fama and French, 1993, pp. 3-56.
16Robert Shiller and Roger Ibbotson, “Measuring Equity Risk Premium,” TIAA-CREF Investment Forum, June 2002, pp. 10-12.
17Bruner, Eades, Harris, and Higgins, 1998, pp. 13-28.
18Ibid, pp. 13-28.
19Privately placed securities typically are sold directly to large institutional investors. These securities are cheaper to issue but have limited marketability because usually only large institutional investors are permitted to transact in this market.
20In reality, we need this estimate of Microsoft’s Kd not for estimating Kd (1 – T) but because later we want to estimate the firm’s cost of equity via the Bond Yield Plus Risk Premium approach. 
21An R2 statistic closer to 1.0 indicates the regression model is a better fit to the actual observed stock returns for a company. Therefore, R2 represents a valid measure of a model’s “goodness-of-fit.”
22This averaging technique implicitly assumes that errors across models are independent of each other (which may not be true in practice). 


Table 1: Microsoft’s and GE’s Cost of Equity Capital
(Using the Adjusted-Beta Capital Asset Pricing Model)Microsoft:                                                                           Market Risk Premium Assumption   
Risk-Free Rate 
Adjusted Beta 
2% 
4% 
6% 
Average  
1-month Rate (1%) 
1.48 
4.0% 
6.9% 
9.9% 
6.9% 
5-year Rate (4%) 
1.48 
7.0% 
9.9% 
12.9% 
9.9% 
10-year Rate (5%) 
1.48 
8.0% 
10.9% 
13.9% 
10.9%   

Average 
6.3% 
9.3% 
12.2% 
9.3% 
General Electric: 

Market Risk Premium Assumption   

Risk-Free Rate 
Adjusted Beta 
2% 
4% 
6% 
Average 
1-month Rate (1%) 
1.08 
3.2% 
5.3% 
7.5% 
5.3% 
5-year Rate (4%) 
1.08 
6.2% 
8.3% 
10.5% 
8.3% 
10-year Rate (5%) 
1.08 
7.2% 
9.3% 
11.5% 
9.3% 

Average 
5.5% 
7.7% 
9.8% 
7.7% 





Table 2: Three Approaches to Estimating Microsoft’s and GE’s Cost of Capital Cost of Capital Components                      Microsoft             GE 
Weight of Debt (wd) 
0.000 
0.434 
Weight of Equity (ws) 
1.000 
0.566 
After-Tax Cost of Debt: Kd (1 - T) 
4.10% 
3.98% 
Ks using Average Adjusted CAPM 
9.26% 
7.65% 
Ks using APM 
8.32% 
12.06% 
Ks using Bond Yield + Risk Premium 
9.83% 
9.63% 









Weighted Average Cost of Capital    
WACC using Adjusted-Beta CAPM 
9.26% 
6.06% 
WACC using APM 
8.32% 
8.55% 
WACC using Bond Yield + Risk Premium 
9.83% 
7.18%  





Reading 12-4: What a University Can Teach You About Choosing Capital Projects
by Luke Dion, Geoffrey Robertson, and Susan B. Hughes


It’s no simple task to make economic sense of which capital projects will help your organization compete with its peers (or at least allow it to catch up with them). The decision is complicated by the fact that only some projects are associated with easily projected cash inflows and outflows— for example, new product offerings and more-efficient equipment. For other projects, including those related to corporate support functions and information technology (IT) infrastructure, only the cash outflows may be estimable. These projects are difficult to evaluate using the traditional discounted cash flow (DCF) and payback models that most for-profit businesses use.

When the University of Vermont (UVM) realized it needed a way to prioritize its multiple potential building projects, it created a unique model that evaluates their impact on the University’s mission, vision, and strategy. This article highlights how the University developed its model and illustrates how a focus on strategy and mission can help organizations like yours, whether for-profit or not-for-profit, determine the viability of strategic initiatives that don’t easily fit in a traditional DCF format.

Recognizing a Need for Standardization

For many not-for-profit and governmental organizations, neither DCF nor payback is an appropriate decision aid. For instance, a university may need a new building to replace an existing structure or to add more classroom space. The cost and associated cash outflows for this project are easy to predict. But no cash savings are anticipated, and it’s difficult to trace tuition dollars to a specific building. For-profit corporations may face similar decisions when choosing between projects with comparable cash flow implications or when deciding to fund projects for which DCF analysis is inappropriate—corporate support activities, IT infrastructure, deferred maintenance, or voluntary emissions-reduction initiatives, among others.

Without clearly defined criteria, it’s difficult for management to objectively decide which projects have priority. It’s even tougher for board members to determine if they’re committing scarce funds to value-added projects. This is exactly the problem the University of Vermont faced during the summer of 2007. UVM had a long list of capital projects worthy of support, but the Board of Trustees wasn’t clear as to how the priorities were being assigned. As a result, the trustees asked the University’s top administrators to develop a model that would provide greater transparency into the prioritization process and clearly explain how the rankings were determined. 

UVM’s management team agreed that such a tool would be valuable and that developing it should be given high priority. But time was critical because the model was to be presented to the trustees at their September meeting, only three months away. As a result, the administrators decided that a customized solution should be developed in-house. A team composed of six MBA students—individuals with no vested interest in the prioritization outcome and who weren’t members of the University’s administration—was given five weeks to develop a model and its processes. They realized that the solution must:

1. Allow management to evaluate each capital project appropriately.
2. Easily convert the evaluations to comparative project rankings.
3. Provide transparency so that Board members could understand how the ratings and rankings were determined.
4. Include a standardized process for subsequent additions and changes to proposed capital projects.
5. Be easy to use and maintain so that updates could be made quickly and painlessly.
Developing the Rating and Ranking Criteria

The six-member development team first investigated whether another organization or business entity had already developed an appropriate ranking system that directly addressed the University’s needs. Library database searches turned up nothing. Nor did an examination of appropriate decision criteria used by competing schools and local governments. The fact that an off-the-shelf model didn’t exist motivated the team to develop a project-ranking system unique to the University’s needs. 

Where to begin? The team decided that the University’s mission and vision statements, as well as its published strategic goals, provided the clearest statement of the organization’s objectives. The content of these documents, they agreed, should be used as the foundation of the prioritization model. If the model were designed appropriately, projects that best promoted UVM’s mission, vision, and strategic goals should be ranked higher (and built sooner) than those that weren’t as closely aligned to these objectives.

Next, to determine what various stakeholders considered critical to the model’s success, the team interviewed key constituents, including the University’s provost (its chief operating officer, or COO), CFO, trustees, individuals in the facilities management department, and faculty representatives. Questions were tailored to each group’s perspective. The COO and CFO provided information about common industry practices and their influence on the current prioritization process. Two trustees explained that a clear and well-developed system was necessary to evaluate individual projects presented to the Board for funding approval. The facilities managers provided a greater understanding of the details included in the current evaluation process and the realities involved in planning a capital project. Faculty representatives offered perspectives related to their sensitivity to the long-term environmental impact of future projects.

Finally, the team members sought the insight of qualified external sources, including a former board chairman and board members of high-profile programs at two well-respected universities, a program director at a research university who had recently overseen the construction of a new campus, and the CEO of a hospital.

All organizations face similar difficulties in appropriately allocating their scarce financial resources to possible construction projects.

With their data collection complete, the team members focused on creating a list of major concepts. During their many brainstorming sessions, they filled every inch of whiteboard space with topics, categories, and keywords.
This first pass resulted in more than 50 ideas. The team relied on a series of iterative steps to eliminate overlapping topics and to group the remaining ones into major themes, a process that continued until all relevant issues identified during the research stage were addressed. The resultant 13 scoring criteria included in the proposed model are shown in Figure 1.

The first criterion in the initial set of factors examines the guiding concepts identified in the University’s vision and mission statements. Projects that score high on this criterion contribute to improving UVM’s national competitive position and are consistent with its strategic goals of being environmentally responsible, promoting health, and improving academic quality. The other criterion in this set focuses on attributes that improve the University’s image.

The second set of factors includes the impact of each project on critical players. Projects that promote the recruitment, retention, and development of students and faculty and those that have a positive impact on attracting and retaining senior leaders score high on these criteria.

The third set focuses on the primary activities of the University: research, instruction, and service and outreach.
Factors that score the highest are those that significantly strengthen and focus support for applicable activities and/or programs.

The last five criteria have been categorized as project “drivers.” Each of them—sequencing, financial, operations, noncritical health and safety, and immediate need—is related to something that impacts other aspects of the University. Examples include donor contributions, project sequencing based on construction timing, and safety factors, such as improving air quality within a building or installing emergency phones across campus.

Assuring a Transparent Evaluation Process

After identifying and agreeing to the criteria, the team crafted a workable model that would not only provide the
Board’s desired level of transparency but would be enhanced by basing it on the key concepts of accountability and understandability.

A high level of accountability indicates that the model’s inputs (criteria) justify why a particular project is ranked above or below other ones. To accomplish this goal, the team members decided that each input must be easily understood and applied. That meant the criteria had to be well-defined and include specific examples and subcriteria. Understandability eliminates vague processes or any process that creates a “black box” approach to developing the rankings.

The team realized that without transparency there is no understanding; without understanding, no accountability; and that a lack of accountability ultimately would lead to a lack of trust. This chain became a driving concept for the team and heavily influenced all future decisions.

As mentioned earlier, the process also needed to be standardized to guarantee uniformity and consistency when producing a result—in this case a ranked list of capital projects. To achieve this, the team members agreed that all projects must be put through the same evaluation process based on a common set of well-defined criteria. The team concluded that the following goals must be met for any prioritization model to be effective:

1. Each project needs a “champion” who will usher it through the process, answer questions, and develop a business case for its existence.
2. The project must undergo a standard due-diligence process before being considered. This can include architectural assessments, cost estimates, project sequencing considerations, and a review of the organizational impact.
3. The project must be evaluated by the project champion and scored by the capital projects scoring team.
4. Scores must be entered into a computer program that can make the necessary calculations and produce a ranked list of projects.

In for-profit organizations, the financial analysis for a proposed project is generally prepared (or at least presented) by a project champion, usually a division or department head who believes in the value of the project and has been integrally involved in the cash flow estimates. In a university setting, however, the project champion may be a dean, a vice president, or even a committee charged by the Board of Trustees.

Gathering, Summarizing, and Reporting the Inputs

The building projects proposed to UVM trustees are large, complex, and costly. Engineering and design consultants are often hired at a very early stage to determine the structure’s approximate size and components and to provide cost estimates. It’s only after these estimates are obtained that the project champion can complete the “Project Champion Form,” the first step in including the project in the prioritization model. This form first asks the champion to identify summary information that’s later used to evaluate the project. It includes the number of undergraduate and graduate students, as well as academic majors expected to benefit from the project; the potential amount of additional instruction and laboratory square feet it would yield; grant dollars realized; and the estimated cost, time to build, and construction sequencing factors.

The project champion next answers questions that support each of the 13 criteria identified in Figure 1 on a scale of 0 to 3, where 0 has no impact, 1 has low impact, 2 has medium impact, and 3 has a high impact. In all, the project champion will assign numeric grades to roughly 50 questions. To improve the consistency of the evaluations across various project champions, the team of MBAs developed detailed definitions that explain each question and criterion and phrased all questions in a positive context to avoid decision bias. Figure 2 presents two of the 13 criteria and their related questions included on the Project Champion Form.

The team evaluated other scoring systems before adopting the 0-to-3 scale. Whereas a 0-or-1 scale didn’t provide enough input, a more sophisticated scoring system complicated the process unnecessarily. The team also considered more extensive 1-to-5 or 1-to-7 Likert-type scale models but eliminated them because of difficulties in consistently defining and assigning the various scores. The 0-to-3 scale is easy to define, clearly identifies areas that the project won’t impact (resulting in zeros), and allows the champion to differentiate among low-, medium-, and high-impact factors.

The completed form is then forwarded to the members of UVM’s “Capital Project Scoring Team,” the three officials charged with evaluating proposed capital projects: the COO, the CFO, and the chair of the Faculty Senate Committee on Physical and Financial Resources. Each individual completes a Project Scoring Form, which is essentially the same as the Project Champion Form. The difference is that the scoring form asks only for project scores at the criteria level. The supporting questions, however, are included on the form to remind the scoring team members of the factors that should drive a score for each criterion and to improve transparency and accountability in the scoring.

After each team member determines his or her scores, the model administrator enters the numbers (again ranging from 1 to 3) into a spreadsheet that includes a separate page for each team member. The criteria are included as column heads, and each project appears as a row. The model adds the 13 scores submitted for every project to determine the total score for each one. The scores of the team’s three members are then averaged and appear on a separate report that prioritizes projects from high to low. In the University’s case, the initial ratings resulted in the ranking of approximately 20 proposed capital projects. Sample individual and summary spreadsheets are shown in Figure 3.

The project team discussed whether or not the individual criteria should be weighted to represent their relative importance to the University: For instance, is it more vital for a project to address a competitive threat than to provide a competitive advantage? If nonequivalent weights were applied, it was reasoned, they would result in higher scores for those items considered to be more closely aligned with the University’s mission, vision, and strategy and would increase the overall priority for those particular projects. The team decided that if the criteria included in the model were appropriately identified and described in the first place, all of them would be focused equally on these objectives. As such, assigning different weights to different criteria wouldn’t be appropriate.

Accepting and Using the Model

At the end of five weeks, the project team delivered its proposed model to the University’s administrators together with process recommendations and documentation, scoring forms, criteria definitions, and the spreadsheet. The quick turnaround allowed UVM officials ample time to assess the model’s results prior to the September Board of Trustees meeting.

Initial feedback was overwhelmingly positive. Nevertheless, to determine if the model produced realistic average scores and ranks, the results were compared with those on the prioritization list that University officials had developed without benefit of the model. The rankings turned out to be remarkably similar, so the administrators decided that all criteria were equally focused on the university’s mission, vision, and strategic goals, and, as such, it wouldn’t be necessary to weight each criterion.

After further discussion of the model’s content and methods, the Board unanimously voted to accept the system exactly as presented. The trustees stipulated, however, that the Board must approve any future changes in the model’s criteria and that significant changes in a project’s circumstances (for example, it’s no longer needed or donor funding isn’t available) should result in the project and all others being rescored and re-ranked. To demonstrate their confidence in the model, the trustees approved the construction of the top-ranked project, a $55 million plant-and-soil science building, at the same Board meeting.

News articles that appeared in The Burlington (VT) Free Press confirmed that the model was also referenced in subsequent Board meetings. In December 2007, one Board member said, “The trustees now have . . . a system for prioritizing capital projects . . . unavailable to previous boards.” In February 2008, it was noted that, following the completion of a feasibility study for a proposed new arena and athletic facilities, “The project also would be entered into the administration’s new ranking system that ranks all capital projects in order of priority.”

After the Board approved the model, other members of the UVM community commented that they could develop similar models to guide spending in their departments. Much like a balanced scorecard, the mission-based prioritization model could cascade downward throughout the organization.

Maintaining the Model

When UVM’s team developed the capital projects prioritization model, one of its objectives was to identify a system that was easy to maintain. By extension, this meant that the model should be simple to update when new projects were identified, specific funding sources became available, or changes occurred in the University’s strategic objectives or among its key management personnel. The team decided that the forms should be produced in Microsoft Word, which would allow the topics or criteria to be changed quite easily (after the Board’s consent, of course). Likewise, they chose Microsoft Excel as the preferred computing and ranking tool because it’s simple to understand and available on every administrator’s computer.

Replicating the Model

If your business or nonprofit is looking for appropriate tools to evaluate large investments that are inappropriate for DCF or to help management decide between equally compelling projects, you could implement a prioritization model similar to UVM’s. Start by relying on your organization’s mission, vision, and strategic goals to determine the value an investment will add to your capital base. If you haven’t revisited these objectives in recent years, first determine if the goals represent the current values and direction of the organization. In some cases, you may need to “operationalize” your mission to reflect the values in a way that’s relevant to the organization’s long-range planning and allow managers to appropriately define the criteria. Involving as many stakeholders as possible in tandem with incorporating your organization’s priorities will result in a list of criteria that most accurately reflects the basis on which capital projects should be prioritized. In fact, the UVM team found that defining the criteria was the most time-consuming and critical part of the project.

Finally, if your organization is located near a university with a respected MBA program, consider leveraging the expertise available in the student body. The model described in this article was developed in just five weeks by a team of six MBA students mentored by an accounting professor. The MBA students approached the assignment with no hidden agendas and no standard consulting model. They were required to finish the project by the end of the semester, and they provided a high-quality, readily accepted product at no charge. Some universities with established management consulting programs may charge for their services, but the fees will probably be less than what you would pay a for-profit consulting group.

Regardless of the cost involved, establishing a standardized set of prioritization criteria that can be used to evaluate capital projects both large and small adds value for every organization. Consider making it part of your decision model.

The authors would like to thank University of Vermont officials John M. Hughes, Thomas Visser, Robert Vaughan, and Jane Knodell for their time and input to the model’s development. The authors also thank UVM Board of Trustees members Susan Hudson-Wilson and Deborah H. McAneny for sharing their insights. Members of the MBA team included J. Wayne Braun, Hjonis Hanson, Ariana Monti, and John Stewart, as well as coauthors of this article, Luke Dion and Geoff Robertson. A third coauthor, Susan B. Hughes, served as the group’s professor, mentor, and
mediator. 
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Reading 12-5: Improving Capital Budgeting Decisions with Real Options
by David E. Stout, Yan Alice Xie, and Howard Qi

EXECUTIVE SUMMARY In this article we provide accounting practitioners with a primer on how to supplement traditional discounted cash flow (DCF) analysis with real options. We use an example of a rental car company that is considering the purchase of a new car for its rental fleet. Management is trying to decide whether to buy a conventional gasoline-engine automobile or a hybrid vehicle. Within this decision context we illustrate the embedded options the company should consider given uncertainty of a new energy bill offering income-tax credits for the purchase of commercially operated hybrid vehicles. Our step-by-step approach shows how to incorporate these real options formally into the capital budgeting process.


The process of evaluating the desirability of long-term investment proposals is referred to as “capital budgeting.” Making optimum capital budgeting decisions (e.g., whether to accept or reject a proposed project), often requires recognizing and correctly accounting for flexibilities associated with the project. Such flexibilities are more formally termed real options.1 From a valuation standpoint, these options are valuable because they allow decision makers to react to favorable or unfavorable new situations by dynamically adjusting the capital budgeting decision process. Unfortunately, the value of real options is not explicitly considered in conventional procedures (such as discounted cash flow (DCF) models) used to evaluate long-term investment proposals. In some sense, therefore, real options can be viewed as an extension of DCF that incorporates a simple model of strategic learning.2

In this article we present a short tutorial regarding real options—what they are and how they can be formally incorporated into the capital budgeting process. We also illustrate how to price a capital investment project containing real options. To explain these concepts to a wide audience in accounting, we take more of an intuitive approach and therefore abstract from more technical treatments of the topic, such as those explicitly linked to the Black-Scholes pricing model for financial options.3 To illustrate basic concepts regarding real options, we use a straightforward example that relates to a rental car company that is considering whether to purchase a conventional gasoline-powered car or a hybrid car as an addition to its rental fleet, a decision complicated by uncertainties regarding tax incentives for commercial purchases of hybrid vehicles.

INCOME-TAX INCENTIVES REGARDING THE PURCHASE OF HYBRID VEHICLES

In 2002, Congress instituted a $2,000 income-tax credit for the purchase of a new hybrid vehicle, but, according to the proposal by Congress in late 2003, that tax incentive was to have been phased out entirely by 2007. Specifically, the $2,000 tax credit would be cut by 25% in 2004, 50% in 2005, and 75% in 2006. In late 2004, however, Congress reenacted the $2,000 tax credit for hybrid cars purchased in 2004 and 2005. In 2006, Congress passed a new bill that allowed a maximum tax credit of more than $3,000 for hybrid car purchases, but the determination of which hybrid vehicles qualified for the credit and the amount of credit to be taken was based on a complicated set of rules.

We use the preceding historical review to illustrate one type of cash-flow uncertainty associated with long-term investments in depreciable assets: income-tax consequences. As illustrated, tax effects on such investments are subject to the whim of Congress. Suppose that, at the present (say the beginning of 2008), Congress is debating a bill that would give commercial owners a tax break for purchasing (and using) hybrid vehicles. Assume, however, that passage of the bill is uncertain and that our rental car company is currently considering whether to add a hybrid vehicle or a gas-powered vehicle to its rental fleet. Uncertainties regarding income-tax provisions in the new energy bill complicate the analysis of this capital budgeting decision. One of the advantages of real options is the ability to deal explicitly with these and other uncertainties.

[image: ]For simplicity, we make a few additional assumptions regarding this investment decision. First, we assume that the company plans to keep either car for four years, after which time the car will be sold for an estimated salvage value. Second, if the new energy bill is passed, we assume that the income-tax credit for operating commercial hybrid vehicles will start one year hence, that is, in January 2009. Management believes there is a 40% chance that the bill will be passed and that the final fate of the bill will be known by January 2009. Third, if the bill is passed, the annual after-tax cash flow from operating the hybrid car is estimated to be $10,000; assume, too, a net-of-tax salvage value of $5,000 for the hybrid car at the end of year four. If the bill is not passed, the annual after-tax cash flow for the hybrid car drops to $4,000, and its net-of-tax salvage value at the end of year four would be $3,000.

[image: ]For the gas-powered vehicle, assume that the annual after-tax cash flow is $6,000, regardless of whether the new bill passes; further, assume that the net salvage value for this asset would be $3,000 with and $4,000 without the bill. This difference reflects the fact that the passage of the energy bill would make gas-powered cars less attractive than hybrids.

Finally, assume that the (annual) risk-free rate of interest (estimated, for example, by the current yield on Treasury Bonds) is 6% and that for the business under consideration the appropriate risk-adjusted, after-tax discount rate (i.e., weighted-average cost of capital) is 10%.4

CONVENTIONAL ANALYSIS: HYBRID OR GAS-POWERED VEHICLE?

First, note that the decision alternatives in this example (whether to purchase a hybrid or a gas-powered car) are mutually exclusive. According to a conventional DCF analysis, we would calculate the expected net present value (NPV) for each decision alternative and then choose the one with the higher (and positive) NPV. In our example, as shown in the top portion of Figure 1, the expected NPV for buying the hybrid car is negative, as follows:

NPVHybrid = PV (after-tax cash flows) – PV (investment)

The negative expected NPV suggests that we should not buy the hybrid car now, i.e., at T = 0.

As shown in the bottom portion of Figure 1, the expected NPV for the gas-powered car is positive, as follows:

NPVGas = PV (after-tax cash flows) – PV (investment)
Because the NPVGas alternative is positive and greater than NPVHybrid, a conventional DCF analysis indicates that the company should invest in the gas-powered car. The corresponding cash flows associated with Figure 1 are presented in Table 1.

THE POTENTIAL VALUE OF REAL OPTIONS
To this point, we have presented the decision as a capital budgeting problem analyzed using a conventional DCF analysis. Yet in this decision problem we have already seen, but not dealt with, an embedded real option: the flexibility of our choice between the two types of cars—what we might call an “asset flexibility” option. While seemingly of little importance, this example of a real option carries an important message that is true for all forms of real options:

NPV (w/options) > NPV (w/o options)    (3)

As such, real options will be exercised if and only if they increase the value of a capital investment project. Consider, for example, each investment choice in a “go” vs. “no-go” decision (i.e., accept or reject). This would be the situation if we did not have the flexibility to choose between the two types of cars. When the gas-powered car is the only candidate, the expected NPV would be $1,478, and the project would be accepted; if the hybrid car were the only option being considered, we would reject this investment because its NPV is negative. (Equivalently, failure to invest results in an NPV of $0.) As stated by statement (3), when we introduce asset choice (i.e., when we embed asset flexibility into the decision), the expected NPV is the higher of the two—in this case, $1,478. For this situation, we would not exercise the option of asset flexibility—it adds no expected value to the investment decision.

AN INVESTMENT-TIMING OPTION: BUY NOW OR BUY LATER?

The next question management might ask is: “Should we purchase a car now, or should we delay the investment for one year—until January 2009?” The flexibility offered in the timing of the capital budgeting decision is called an investment-timing option. Figure 2 expands the original decision problem (Figure 1) to address the investment-timing question: invest now (T = 0) or delay the investment one year (i.e., invest at T = 1)? 

The benefit of delaying the investment decision is that we will have more accurate (or complete) information in January 2009 when the fate of the new energy bill will be known. This new information may lead to a decision that differs from the one made based on the more limited information set available today. Intuitively speaking, if we can “wait and see” for one year, we will not get stuck for four years with a car that, based on updated information, turns out to be a suboptimal choice. 

The benefit of the “wait and see” option, however, comes at a cost: the after-tax cash flows that the business forgoes during the coming year. Because money has a time value, delaying the investment reduces the expected NPV of the project. If this “hidden cost” outweighs the benefit, then the embedded investment-timing option does not add value, and the investment should be made now. Thus, the optimal decision depends on the trade-off between these two considerations.

Now suppose we do defer the investment decision to January 2009. If the new energy bill is passed, the expected NPV for the hybrid alternative is

NPVHybrid = PV (after-tax cash flows) – PV (investment)
[image: ]Note that in this case all cash flows are pushed forward by one year compared to the situation depicted in Figure 1. Also, the investment outlay of $25,000 to be made one year from now is discounted by the risk-free interest rate (6%) because we assume that this amount is known with certainty.

We now find that the expected NPV for the gas-powered alternative is $285,5 which is much less than $8,337. Therefore, after incorporating the potential value of the “wait and see” option, we find that purchasing the hybrid car is the optimal choice (based on maximizing expected NPV). This is shown in the shaded upper area of Figure 3. The corresponding after-tax cash flows are presented in Table 2.

If the new energy bill is not passed, hybrid cars become less attractive from a financial standpoint. The expected NPV for a gas-powered car purchase becomes

NPVGas = PV (after-tax cash flows) – PV (investment)

[image: ]
By using a similar process, we estimate that if the bill is not passed, the NPV for a hybrid purchase would be –$10,195, which is a significant loss. The sensible choice in this situation, of course, is to purchase the gas-powered car.

The shaded portions of Figure 3 indicate the optimal choices if we do wait until January 2009 to make the investment decision. In other words, from today’s point of view we know for certain the appropriate investment decision that should be made contingent on the information available in January 2009 (i.e., T = 1), but we do not possess this information now. At T = 0, all we know is that there is a 40% chance we will choose the hybrid (with NPVHybrid = $8,337) and a 60% chance we will choose the gas-powered car (NPVGas = $906). Thus, the expected NPV is $3,878 (= [$8,337×0.4] + [$906×0.6]). (See the box to which the two big arrows in Figure 3 point.)
Because deferring the investment decision results in a higher NPV ($3,878) compared to investing now ($1,478, as shown in Figure 1), the investment-timing option adds $2,400 of value. As such, the company should not invest in a new car now, even though that decision has a positive expected NPV.

To summarize, valuing projects with embedded options requires three major steps:

· One: Find the expected NPV for the project as if one particular option were taken. For example, we calculated a separate NPV for deferring and another NPV for not deferring the investment.
· Two: Make the decision based on the new information to be revealed at a specified future point in time. In our case, we determined the type of car that should be chosen if the bill is passed and the type of car that should be purchased if the bill is not passed. The crucial information about whether the bill passes or not is available only at T = 1 (i.e., at January 2009).
· Three: Compare these expected NPVs. The higher NPV indicates the optimal decision. In our example, deferring the investment offers a larger benefit by $2,400 (in present-value terms).

OTHER TYPES OF REAL OPTIONS

Thus far, we have looked at two specific types of real options: asset options and investment-timing options. The concepts and valuation techniques we have discussed to this point also can be extended to other types of real options. Here we briefly explain a few additional types of real options. All of these examples fall under the umbrella of providing decision makers with increased investment flexibility.

Growth options typically refer to the flexibility to increase the scale of an investment. Companies tend to build facilities with a certain amount of slack (or “cushion”) because the slack provides a valuable growth option. For example, a computer with a few more empty slots costs more than a comparable machine without such slots. Michigan Tech University offers its undergraduate engineering students the option to earn a “shortcut MBA” as an add-on to their undergraduate program by having them take required business courses and allowing these students to apply credits earned in their engineering program (such as engineering management, statistics, etc.) toward the MBA degree. So we can say that Michigan Tech has an embedded (academic) growth option for which it may charge a higher tuition to its undergraduate engineering students.

How do we value growth options? We can slightly modify the framework presented in the earlier example to deal with this question. For instance, we can ask whether operating a gas-powered rental car without the possibility to grow is more valuable than operating a hybrid car with the flexibility to grow in the future, say at point T = 1. In this case, we would compare the NPV for a gas-powered car (viz., $1,478) with that for a hybrid. Given our assumed data, the expected NPV for the “hybrid-car-with-growth option” is

[image: ]where $0×0.6 means that the growth option to buy a hybrid car at T = 1 is given up (hence the cash flows are zero) if the new energy bill is not passed. This situation has a 60% probability of occurrence. The example indicates that operating hybrid cars with the flexibility to grow is still less attractive than operating gas-powered cars without the possibility to grow because the expected NPV of the former is $260 less than that of the latter.

Expansion options are similar to growth options. For example, a traditional phone company may choose to expand into the wireless communications business. A company may subsidize an existing product line (e.g., traditional phone) because it allows the company to quickly expand in another line (e.g., wireless) when the opportunity is deemed favorable. Ford has not abandoned its pickup truck production even though profits on pickup sales have been negative for a couple of years. A rental car company more likely may hire technicians (at the same salary level) with expertise on both gas-powered and hybrid cars, even if it is currently operating gas-powered cars only, because the flexibility in its labor force increases the value of the option to expand into operating hybrid cars at some point in the future. All these behaviors would be hard to justify without recognizing the embedded expansion options. Valuing long-term investments that offer the flexibility to expand would essentially follow the three-step procedure described above for growth options.

Abandonment options represent yet another type of real option. A product is more salable if the buyer is given an option to return it for, say, 70% of the original price if the buyer is not satisfied. A house can sell at a higher price if it has a higher resale value. Perhaps a company prefers to outsource its research and development (R&D) function to an external party rather than keep its own in-house scientists. Abandonment options allow the company to avoid getting stuck with a money-losing business when things are not going right. A higher abandonment (or salvage) value increases the attractiveness of the product (or project). In fact, we have actually addressed abandonment options in our rental-car example when we assumed different salvage values depending on the outcome of the new energy bill and the type of car purchased. 

To value a project with an embedded abandonment option, we focus on the salvage values. The three steps and the techniques explained above are once again applicable. To illustrate, suppose there exists an option to sell (i.e., abandon) the gas-powered car in one year for $18,000 (salvage or abandonment value). Now we can ask whether operating a gas-powered car with such an abandonment option would be more valuable than operating a gas-powered car without this option. Intuitively, this option to abandon is valuable because it allows the company to react dynamically to the uncertain result of the new energy bill debate. If the bill is passed in one year, the company can sell the gas-powered car and switch to the more profitable hybrid.

The question is how much value this abandonment option would add to operating the gas-powered car. Equation (7) shows how this estimation is done.

NPVGas = PV (after-tax cash flows) – PV (investment)
(7) 


The $18,000 abandonment value appears in year one with an associated probability of 40%. Now we see that this abandonment option makes the gas-powered car more attractive by $300; i.e., it increases the expected NPV for a gas-powered car from $1,478 (without abandonment option, see Figure 1) to $1,778 (with abandonment option).

BENEFITS AND COSTS OF CONSIDERING REAL OPTIONS

The biggest benefit of considering real options in the capital budgeting process is that they help decision makers reach optimal investment decisions. In this regard, real options complement or extend, not replace, traditional DCF decision models. As shown in our example, some embedded real options may lead to completely different investment decisions compared to those based solely on a traditional DCF analysis. Put another way, a less attractive investment proposal may be worth significantly more once we recognize its hidden treasures—investment flexibility based on the existence of real options.

In principle, because they can help optimize the capital budgeting process, real options should always be considered when making long-term investment decisions. Once managers grasp the concepts and are familiar with the basic framework for valuing projects embedded with real options, we would expect practice to change to the point where such options are routinely considered in the analysis of capital budgeting projects.

[image: ]Not long ago, DCF models were new to many managers who typically relied more on simple decision models, such as payback or accounting rate of return (ARR), for making capital budgeting decisions. Today, NPV has become a common financial management tool. Because of their role as management advisors, management accountants now need to become knowledgeable about what real options are and how they can extend DCF models in a meaningful way. 

Real options have a flipside, too. The major cost of incorporating real options is that the decision process can quickly become quite complex. In our previous example, we assumed that the only factor that affected the choice of vehicles was the passage of a new energy bill within one year. Other sources of risk can be associated with this investment decision. For instance, we might consider possible fluctuations in the price of gas or innovations in the automobile industry. The more factors we consider, the more complex the analysis becomes. When we attempt to incorporate more factors into the capital budgeting valuation framework, the more “noise” we introduce, making the results of our analysis potentially less accurate.

Second, incorporating real options into the analysis typically requires an array of probability estimates, one for each possible event, outcome, or scenario. For example, we assumed a 40% probability that the proposed energy bill would pass. In practical terms, this assessment may turn out to be the largest source of uncertainty.

Third, a typical capital investment project may have many embedded real options simultaneously, and it may be impractical to consider all of them. Nevertheless, real-life decisions are inherently complex; these complexities do not go away simply because we choose to ignore them in the decision models we use. Put another way, complexity of the situation only makes real options analysis a bit less reliable.

Now that we have presented an analysis of costs and benefits, we predict that real options analysis will become one of the common tools managers and accounting professionals use to evaluate long-term investment projects. Thus, management accountants need to learn as much as they can about real options so they can use them in their decision making. 


David E. Stout, Ph.D., is a professor and the holder of the Andrews Chair in Accounting at the Williamson College of Business Administration, Youngstown State University, Youngstown, Ohio. You can contact him at (330) 941-3509 or destout@ysu.edu.

Yan (Alice) Xie, Ph.D., is an assistant professor of finance in the School of Management at the University of Michigan— Dearborn. You can contact her at (313) 593-4686 or yanxie@umd.umich.edu.

Howard Qi, Ph.D., is an assistant professor of finance, School of Business and Economics, Michigan Technological University in Houghton, Mich. You can reach him at (906) 487-3114 or howardqi@mtu.edu. 

ENDNOTES

1 Richard A. Brealey, Stewart C. Meyers, and Alan J. Marcus, Fundamentals of Corporate Finance, McGraw-Hill, New York, N.Y., 2007, p. 637.
2 Raul Guerrero, “The Case for Real Options Made Simple,” Journal of Applied Corporate Finance, Spring 2007, pp. 39-49.
3 For example, Richard Shockley relies heavily on the Black-Scholes option-pricing formula as a way of discussing real options vis-à-vis financial options. (See Richard Shockley, “A Real Option in a Jet Engine Maintenance Contract,” Journal of Applied Corporate Finance, Spring 2007, pp. 88-94.) In a similar vein, Scott Mathews, Blake Johnson, and Vinay Datar rely on a variation of the Black-Scholes framework, which they call the “DM method,” to explain the theory and use of real options. (See Scott Mathews, Blake Johnson, and Vinay Datar, “A Practical Method for Valuing Real Options: the Boeing Approach,” Journal of Applied Corporate Finance, Spring 2007, pp. 95-104.)
4 For an exposition of how to estimate the weighted-average cost of capital (WACC), see Michael S. Pagano and David E. Stout, “Calculating a Firm’s Cost of Capital,” Management Accounting Quarterly, Spring 2004, pp. 13-20.
5 We leave out the calculation procedure because it is similar to Equation (4).
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[image: ]Figure 3: Incorporating an Investment-Timing Option
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Reading 12-6: Using Monte Carlo Simulation for a Capital Budgeting Project
by Virginia Clark, Margaret Reed, and Jens Stephan

EXECUTIVE SUMMARY: Although many types of analyses are useful in determining the scope and possible success of a project, Monte Carlo simulation actually helps managers understand and visualize risk and uncertainty by mapping all possible outcomes of a project.




Monte Carlo simulation is a powerful spreadsheet-based tool that allows managers to better understand and visualize risk and uncertainty in discounted cash flow (DCF) analysis. The primary output, a histogram of net present values (NPV), maps the entire distribution of possible outcomes as a bell-shaped curve and therefore estimates the probability of success for the project (e.g., NPV > zero). Although we use fictional names, we illustrate a real capital budgeting problem using Monte Carlo simulation to demonstrate how employing this tool can result in more-informed decision making.
Finance theory states that expected (mean) cash flows should be discounted at the opportunity cost of capital using a decision rule to accept or reject all positive or negative NPV projects. A central issue for managers, however, is how to deal with uncertainty—i.e., the fact that expected cash flows are only a point estimate of a large number of possible realizations. Traditional finance textbooks suggest two tools for this—sensitivity analysis and scenario analysis. Sensitivity analysis tweaks one variable at a time and evaluates the effect on the project’s net present value, and scenario analysis examines a limited number of combinations of variables: worst-case
(WC), most-likely-case (MLC), and best-case (BC) estimates of financial variables that determine future cash flows (e.g., sales, costs, growth rates, investment in working capital, etc.). The output is three project NPVs where all variables simultaneously take on one of the three hypothetical realizations. Neither tool produces probabilities of success or failure for the project. Monte Carlo simulation, however, overcomes the limitations of sensitivity and scenario analyses by examining the effects of all possible combinations of variables and their realizations. Although the inputs are no different from scenario analysis, Monte Carlo simulation treats the estimates as a triangular distribution with the probability of WC and BC realizations being close to zero and increasing linearly up to the MLC. The simulation package then draws randomly from this distribution (100,000 times in our examples) for all variables that are specified in the DCF model and calculates an NPV for each draw. The result is a bell-shaped distribution function of NPVs (i.e., the area under the curve is equal to one) that provides estimates of the probability of success and failure. Sensitivity analysis applied to the Monte Carlo results allows us to address issues such as:

1. Which variables are the most important—i.e., have a large impact on the NPV calculation and/or have a high level of uncertainty? This helps focus management attention on relevant issues and actions that might reduce uncertainty.
2. Suppose the project-evaluation team sees that there is an optimistic bias in the forecast of unit sales. It is a simple matter to change the WC and/or the BC estimate and determine the resulting decrease in the probability of a successful project.
3. Suppose management believes that prices and volume are negatively correlated—i.e., on average, higher prices result in lower sales volume. Alternatively, many costs move up or down together, implying a positive correlation. Simulation software permits the financial modeler to specify such correlations and quantify their effects on the probability of success or failure.

An interesting byproduct of simulation is that it can clearly highlight implausible assumptions. Consider a project submitted to the capital expenditure committee with a 99% probability of success and an internal rate of return (IRR) greater than the cost of capital. On the surface, it appears to be the perfect project—high returns with little chance of failure. Projects with high returns, however, by definition must be risky projects because, as we know, there is no free lunch. Therefore, the probability of a positive NPV project cannot be close to 100%—even projects that earn their cost of capital are risky. Monte Carlo simulation can be a useful tool for detecting the inherent optimistic bias of project originators.
The two main commercial simulation software packages are Crystal Ball and @Risk. We will use Crystal Ball to analyze a capital expenditure project involving the purchase, installation, and commercial use of an MRI scanner a group of physicians affiliated with a large state university purchased. One of us has used Crystal Ball in MBA classroom and executive education programs, so we know it has sufficient uncertainty about future outcomes of volume, product mix, prices, and costs to provide sophisticated users of financial information with a rich forum for discussion and analysis.

The MRI Scanner Project
CRSA, a physicians group affiliated with a university medical center, is considering the purchase of a new state-of-the-art MRI scanner. Dr. Margaret Reed, CEO of CRSA, believes a market for this service exists (more than 2,500 scans per year at a separate location) and that the group can make a significant amount of money on the investment, which would provide much-needed funding to meet the group’s research and teaching missions.
General Electric Medical Systems offers the first Open Bore MRI scanner with a total imaging matrix, 16 channels, twin-speed, dual-gradient, and high-definition format. The base cost is $1.4 million, but the customer must also purchase a number of accessories, such as injectors, workstation, and computers.
The clinical operations of CRSA departments (cardiology, neurology, orthopedics, etc.) are distinct legal and economic entities with some centralized management functions (legal, accounting, planning, etc.). Instead of mandating the project, Dr. Reed has decided to finance the venture by selling shares of stock to individual departments. In this new era for the group, CRSA analyzes capital investment projects using DCF techniques with uncertainty explicitly incorporated into the analysis. All department chairs have completed executive education programs in business and are sophisticated users of financial information. Therefore, investors will expect a fully integrated set of pro forma financial statements (balance sheet, income statement, and cash flow statement) that calculate free cash flows to investors. Of particular importance to Dr. Reed is the transparency of the assumptions about the future and resulting NPV/IRR.

Vocabulary
Readers will need to understand two terms from the healthcare industry.

CPT® Codes: A registered trademark of the American Medical Association, CPT stands for current procedural terminology. The codes provide a comprehensive description of medical, surgical, and diagnostic services and are designed to communicate uniform information about medical procedures among physicians, coders, patients, accreditation organizations, and payers for administrative, financial, and analytical purposes (adapted from Wikipedia).

RVU: RVU (relative value unit) represents the level of effort, expertise, and resources required for medical procedures. Medicare and HMO reimbursement rates are often a constant dollar amount times the RVU for a procedure, so higher numbers represent more-difficult and, therefore, expensive procedures.

Forecasting Assumptions
Any capital expenditure project requires forecasts of key financial and operating variables that determine cash flows in order to perform an NPV analysis. In this analysis, the key variables are product mix, reimbursement rates, volume (number of scans), collection period, and operating costs (see Table 1).
(1) Product Mix: The actual MRI scanner project used historical data from another installation on the type of scan (CPT code), its RVU, and the number of scans to predict the weighted average (WA) RVU of 19.13 per scan (see Table 2). Our examination of the data showed a logical grouping to summarize product mix into low RVU (48% of total) and high RVU (52% of total) scans. Therefore, the key product-mix variable that must be predicted is the fraction of low RVU scans (the fraction of high RVU scans will be its complement).
(2) Reimbursement: An analysis of recent reimbursement rates per RVU revealed an average of $34.50 across different providers. Multiplied by the WA RVU, this figure is the expected reimbursement per scan for year one. The key variable is whether the change in reimbursement rate will go up or down in the future, and this will determine the projected revenue per scan over the five-year life of the project.
(3) Volume: The average cycle time for an MRI scan is about one hour, so, based on a 12-hour day, the maximum capacity of the facility is about 12 scans per day. The key variables we need to predict are the number of scans in the first year and the subsequent increase. These estimates, in combination with the number of facility days per year (five days per week times 48 weeks per year), is the basis for predicting the annual number of scans.
(4) Capital Expenditures: Base cost for the GE Medical Systems scanner is $1.4 million, but that figure does not include a number of accessories, such as injectors, workstation, and computers, so the total investment is $1.468 million. These numbers are known with certainty because of the GE bid on the proposal. The estimated residual value is $0.2 million.
Working Capital: Working capital requirements in our model include accounts receivable, supplies inventory, and minimum operating cash balance. WC, MLC, and BC estimates are required for the simulation.
(5) Financing: Total capitalization for the project was conservatively estimated at $2.2 million. The cost of equity capital (COEC) for the departments is 11%, and the income tax rate is 40%. We calculate NPV and IRR for an all-equity-financed project and avoid weighted average cost of capital (WACC) and capital structure issues.
(6) Operating Costs: These include direct supplies (primarily film), personnel, and other operating costs. In each case we assume that estimates for the first year are fairly accurate, but the annual increase in costs is the variable to forecast.
Variable Costs: Film for the scanner is estimated to be $65 per scan. The first-year cost is known with considerable accuracy, but we must also forecast increases for the simulation.
Personnel Costs: Two MRI technicians need to be on duty at all times. Running 1.5 shifts per day (12 hours) requires three FTEs. In addition, one registration clerk needs to be on duty, requiring 1.5 FTEs. Estimates for year one are based on current salary levels for MRI and clerks. Increases in personnel costs are subject to uncertainty.
Other Operating Costs: Table 1 shows estimates for year one that GE Medical Systems provided; increases are subject to uncertainty.
(7) This table summarizes income statement items through the operating expenses.

NPV Analysis
Table 3 presents the pro forma income statements, balance sheets, and cash flow statements. Income statement numbers are derived from the summary table in Table 1. We determined all numbers on the balance sheet (except retained earnings) by formula through the forecasting assumptions. Therefore, the plug number to complete the balance sheet is ending retained earnings each year. With this number, implied dividends are computed from the clean surplus relation: 

Ret Earn0 + NI1 – DIV1 = Ret Earn1

The dividends represent free cash flow (FCF) to investors, who, in this case, are CRSA departments that decided to purchase shares in the MRI scanner project. We use FCF to investors to determine the project’s NPV and IRR. Note that the cash flow statement articulates with the balance sheet; i.e., net cash flow each period is equal to successive changes in cash balances. It is also interesting to note that cumulative cash flows do not turn positive until the project’s  fifth year. The project NPV equals $87,134, and the IRR equals 12.5%. MLC estimates of all forecasted variables gave us these point estimates. One would conclude that the investors should accept the project because it has a positive NPV and an IRR greater than the cost of equity capital (11.0%), but the picture changes dramatically when we introduce uncertainty.

Uncertainty and Risk
Monte Carlo simulation requires the user to estimate a probability distribution to reflect the uncertainty for each random variable. A common technique in financial forecasting assumes a triangular distribution using the WC, MLC, and BC estimates. The triangular distribution assigns a near-zero probability to the WC and BC outcomes and the highest probability to the MLC outcome.
Table 4 shows the assumptions for WC, MLC, and BC realizations of all random variables. Figure 1 illustrates the probability distribution for the number of scans in year one. The shape of the distribution for other random variables is similar; i.e., for now, the distributions are symmetric for the MLC scenario, which means that the MLC and expected value for each assumption are the same. 
Crystal Ball draws 100,000 random samples for each variable and uses the pro forma financial statements in Table 3 to calculate the project’s NPV for each draw. The primary output of Crystal Ball is the distribution function of NPVs with the probability of a positive NPV project at 72.3%, which is highlighted in blue in Figure 2 (see the “certainty” box at the bottom of the figure). Note that the probability of success is not 100%—it is, after all, a risky project. Because the MLC and expected value are the same for each assumption, it is also true that the mean of the NPV distribution ($87,626) will be very close to the NPV calculated earlier using all of the MLC values (see Table 1). The difference is because of the randomness of simulation technology.
Crystal Ball also produces a contribution-to-variance chart as shown in Figure 3. This chart quantifies how much each assumption affects the project NPV. For example, the number of scans in year one is the primary driver of the project NPV, accounting for 72% of its variation. The growth in the number of scans (20.1%), the growth in reimbursement rates (6%), and the product mix (1.5%) also contribute visibly to the variation in the project NPV. In contrast, residual value, increases in costs, and the collection period have a negligible effect on NPV. In the following analyses, therefore, we will drop these assumptions from the simulation and use the MLC as a point estimate for each one.

Optimistic Assumptions
It is generally acknowledged that the originators or champions of projects may be optimistically biased in their assumptions about the financial and operational variables affecting cash flows, and this can have a significant effect on the estimated probability of the project’s success. To demonstrate the effect of this bias, we will assume that only the increase in scans (the second-most-important assumption, accounting for 20% of the variation in NPV) is subject to this distortion and that the WC estimate should really be 5% per year instead of 15% per year (see Table 4). The new probability distribution for growth in scans appears in Figure 4 and helps us visualize uncertainty. Note that the expected value (mean) is now 16.7%, whereas the MLC remains at 20% per year. We would expect this to also shift the mean NPV downward, but we do not know by how much. Here Monte Carlo simulation again provides a probability distribution that helps us visualize risk. 
Figure 5 shows the distribution function of NPVs. The only change from the previous example is the different assumption about the WC realization of growth in scans. Note that the mean NPV is now negative (-$8,097) and that the probability of a positive NPV project has dropped from 72.3% to 47.8%. Decision makers can now visualize the effect of optimistic bias.
We now examine the relative importance of each assumption about NPV with a revised contribution-to-variance chart, as Figure 6 shows. The number of first-year scans is now less important to the project NPV, although it still accounts for 42% of the variation in NPV, and the growth in scans is now the most important assumption, contributing 53.9% to the variability of the project NPV. 
Management now has the information to perhaps make some adjustments to the project’s design and implementation. For example, the number of scans in year one is still very important to the project’s success. Does that justify a significant pre-opening marketing campaign? The growth in scans is even more important. Does that suggest additional marketing expenditures during the life of the project? NPV analysis and Monte Carlo simulation can answer these questions.

Correlated Variables
Now we examine the effects of correlated variables on our MRI scanner project. Suppose the number of scans in year one is near the high end of the range. Could that encourage the entry of a competitor? Would it suggest that subsequent growth in the number of scans is low? On the other hand, if the first-year scans are low and competitor entry is thus discouraged, then subsequent growth might be high. In such a scenario, the number of scans in year one and the subsequent growth in scans would be negatively correlated.
Alternatively, assume that the market is such that another MRI scanner is highly unlikely to be installed in the next five years. If the number of first-year scans is high, that might indicate robust demand for scans, so subsequent growth would also be high and vice versa. In this case, the first-year scans and subsequent growth would be positively correlated.
Figure 7 presents the distribution of NPVs for the case in which first-year scans and subsequent growth have a correlation coefficient of -0.70. The probability of success is slightly lower now (43% versus 47.8%), which suggests that negatively correlated variables do not change the project characteristics dramatically. A closer examination, however, reveals that the probability of extreme outcomes—a huge success (e.g., NPV > +$300,000) or a catastrophic failure (e.g., NPV < -$300,000)—has been reduced significantly compared to the distribution of NPVs in Figure 5 without correlated variables; i.e., the tails of the distribution are thinner. 
The new contribution-to-variance chart is even more interesting (see Figure 8). It demonstrates that, with negatively correlated variables, the growth in reimbursement rates has become a much more important assumption, now accounting for 27% of the project
NPV variance, compared to 3.3% in Figure 6. This suggests that management may want to scrutinize the assumptions about reimbursement rates more closely than was previously warranted.
The opposite happens if first-year scans and growth in scans are positively correlated. The probability of a positive NPV project increases slightly to 49.7% (figure not shown), but the importance of reimbursement rates becomes almost negligible. Understanding and including correlations among financial and operational variables is, therefore, an important part of capital budgeting analysis.

Some Implications
We can draw the following implications from our analysis:
· Financial modeling using Excel and Crystal Ball is a useful tool for visualizing and quantifying the effects of uncertainty and risk on capital budgeting decisions.
· A triangular distribution for cash flow relevant variables dovetails nicely with the way managers typically view uncertainty—i.e., estimates of WC, MLC, and BC outcomes for financial and operating variables.
· The contribution-to-variance charts embedded in Crystal Ball help focus management’s attention on the variables that are important to the decision, including actions to mitigate the effects of particular uncertainties (e.g., evaluating the desirability of marketing campaigns in our example).
· Monte Carlo simulation allows decision makers to quantify and visualize the effects of optimistic bias quickly and effectively. The same is true for correlated financial and operational variables.

Again, Monte Carlo simulation helps management accountants make better decisions because it examines the effects of all possible combinations of variables and lets managers better understand and visualize risk and uncertainty. Then they can estimate the probability of a project’s success. 
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Table 1: Forecasting Assumptions
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Reading 12-7: VOFI—A More Realistic Method of Investment Appraisal
by Peter Schuster

EXECUTIVE SUMMARY: Investment decision making is one of the greatest challenges for upper management. There is a critical need to make the right decision. A unique— and advanced—investment appraisal method, the visualization of financial implications (VIFI) method, considers an imperfect capital market. Mainly known in some academic discussions in German-speaking countries, VOFI has started to receive wider attention. The author describes the concept and looks at the method’s strengths and weaknesses.


Investment planning and decision making are vital activities in an organization. Companies invest for many reasons: to expand production, capture a bigger share of the current market, renew the processes within an organization, etc. Almost every activity of the company requires an investment; consequently, investment appraisal plays a critical role in daily organizational life.
The investment decision-making process is one of the greatest challenges for upper management; hence, there is a critical need to make the right decisions. The careful assessment of an investment project decreases the probability of failure and influences the company’s cost situation and performance while affecting decisions about investing in certain projects. For that reason, investment appraisal methods appeared quite early during the academic development of business administration and management. There are many different models for assessing an investment project, and even though a large number of companies use traditional investment appraisal methods, these methods are no longer suitable for assessing complex investment projects because of their simplicity. 
Increasing globalization and ongoing trade liberalization are shaping the business environment and influencing companies’ future strategies. In order to stay ahead of its competitors, an organization should not only be innovative and flexible, but it must have a clear vision of the future with a special long-term focus.
Most investment appraisal methods are based on similar assumptions, but the visualization of financial implications (VOFI) method has some distinctions and might be closest to reality. It focuses on tabulation and offers a clear, comprehensible view of an investment project’s financial plan. It is suitable for assessing all kinds of investment projects, regardless of various conditions related to them, yet the method is not widely known outside German-speaking countries.

THE VOFI METHOD
Based on a concept Matthias Heister introduced in the 1960s and Heinz Lothar Grob developed in the 1980s, the concept is well-suited for appraising different kinds of investment projects. Its defining feature—a comprehensive financial plan—considers all cash flows connected with an investment project and provides a clear view of the whole investment period.1 The VOFI method analyzes:

· Cash flows from an investment project (the so-called original cash flows),
· The different financial projects required to finance the investment, and
· The project’s own financial reinvestments (the derivative cash flows).2

In contrast to other investment appraisal methods, it can apply different assumptions about all financial decisions. For example, the method considers an almost unlimited number of different forms of loans or financial investments, thus more realistically showing an investment project’s profitability.

SCHEMATIC PRESENTATION OF CASH FLOWS IN THE VOFI TABLES
The VOFI method is different from—and probably superior to—most other investment appraisal techniques. The critical point that differentiates VOFI from all other methods is its financial plan based on a table containing information about the project’s cash flows and reflecting the company’s financial obligations and its current investments.
This financial VOFI plan regards the economic consequences of an investment while taking into account the amounts and proportions of equity and debt capital, the amounts and timing of debt redemption from cash inflows, the alternate yield of the initial equity (i.e., the so-called opportunity income value), and the existence of different forms of loans with differing payback and interest conditions. A company must complete the following steps to create a comprehensive financial plan and calculate the compound value:

· The initial period is characterized by t=0 because it is assumed that cash flows occur at the end of each period: The end of year t=0 is the beginning of t=1, i.e., of the first year. The length of periods can simply change—for example, to daily periods. To keep the example simple, it builds on years and records the initial investment outlay and allocated internal funds. Then it determines the loan amount that has to be raised and records the status of loans and financial investments.
· It records at t=1 and every subsequent period the net cash flows of the investment project. Then it calculates interest payments, any borrowing or redemption of loans, and any making or discontinuation of financial investments in order to update the status of loans and financial investments.3

To work out the comprehensive financial VOFI plans, the method employs standardized tables that can easily integrate with spreadsheet software such as Microsoft Excel. The example of such a table is shown in Table 1. The original cash flows appear in the first line of the table and include all forecasted future cash flows related directly to the investment project. The derivative cash flows are shown in the lines below (the second part of the table) that present relevant loans and financial investments as well as their respective net balances, representing the different forms of capital that the company uses. The example features the four typical types of loans and distinguishes the borrowing, redemption, and debt interest. The goal is to come to a financial balance of zero in each year (the financial balance forms the third part of the table) because there must be a balance between all cash inflows and all cash outflows. The net balance (the last part of the table) then sums up the balances of all loans and the financial investment and equals the compound values of the investment project available in each year.4
The investor can easily distinguish the compound—or end—value of the investment project as well as all transactions related to the loans and financial investments from the comprehensive financial plan. This table offers a clear, understandable view of the investment project during its economic life.
All cash flows of an investment project are forecasted and recorded using the VOFI method. Additionally, the VOFI financial plan considers and reflects other financial dispositions, such as loans taken. Because it explicitly includes investment projects as well as financial investments, the method provides a closer view of reality. The financial part shows VOFI achieves the balance of the account, and the financial VOFI plan clearly shows the precise deficit or surplus of the accounts. With this approach, it is very easy to see how much money the company should borrow or reinvest.
With the VOFI method, a company can assess both absolute profitability (making the investment is better than rejecting it) and relative profitability (the project is regarded to be more profitable than other mutually exclusive investment projects at disposal). An investment project is absolutely profitable if its expected compound value exceeds the opportunity income value (i.e., the end value of an alternate investment of the existing equity, assuming the best alternate investment opportunity) at the end of its economic life.5 (See the example in Table 2).
It is slightly more difficult to assess relative profitability. When comparing two investment projects, a company should clearly determine their differences in order to compare them after evaluating each. Most of the projects differ regarding initial investment outlay and economic life. The way a company finances the initial investment outlay is of crucial importance in the VOFI method. If one of the alternative investment projects has a lower initial investment outlay than the allocated internal funds, an additional assumption about a supplementary investment is necessary to equalize the difference between the projects.6 An investment project is relatively profitable if its compound value exceeds the compound values of alternative projects. Economic life differences must be balanced in both absolute and relative profitability cases; otherwise, compound values referring to different points in time will not be comparable. VOFI compounds the capital available at the end of the shorter investment project using an appropriate interest rate to balance the economic life differences.7 (See the example in Tables 2 and 3. The compound value of the shorter investment project [$7,528.95 at the end of the third year in Table 2] is compounded and related to the end of the year of the other project [at the end of the fourth year in Table 3], i.e., $7,528.95 × 1.09 = $8,206.56 to be compared to the compound value of the other project).
Some assumptions of the VOFI method, such as the capital market assumptions (different rates for borrowings and financial investments), differ slightly from most advanced investment appraisal models.8 The VOFI method includes a few specific elements, such as an all-inclusive financial plan, that make it more suitable and more reliable for real company practice. The example in Table 2 analyzes this feature in more depth.
[image: ]The calculations within the standardized VOFI tables in general are constructed as follows: The original cash flows comprise the forecasted future cash flows of the investment project. Then, in the second part of the table, where the different forms of capital are listed, the project-assigned equity is used to partially finance ($5,000 of the required $10,000) the initial investment outlay. The company needs further capital of $5,000 and, in the specific example, finances it with an installment loan (at 11% interest), paid back within three years, and from a current account loan (at 13%). The initial period, which is characterized by t=0, assumes that cash flows occur at the end of each period: The end of year t=0 is the beginning of t=1, i.e., of the first year.
The installment loan has a prearranged redemption, so the company uses cash flow surpluses, first to pay back the current account loan (saving the 13% interest) and then for financial reinvestment (at 7%) in the capital market. Further cash flows surplus occur in years t=2 and t=3, thus expanding the amount for financial reinvestment to $5,615.78 and $7,528.95, respectively. Balances of loans and the financial reinvestment appear in the last part of the table, with the net balance indicating the compound value of the respective year. The compound value of Project 1 at the end of period t=3 amounts to $7,528.95. It is identical with the amount for reinvestment, as all loans have been paid back by this point in time. The $7,528.95 exceeds the opportunity income value (the alternatively achievable amount by the risk-free investment of the available equity at 9% interest) based on $5,000 assumed as cash available at the beginning ($5,000 × 1.093 = $6,475.15). The project, therefore, is absolutely profitable.
The comprehensive financial plan for investment Project 2, which assumes the same forms of loans, interest rates, etc., appears in Table 3. Investment Project 2 is also absolutely profitable because its compound value ($8,560.27) exceeds the opportunity income value, which is the amount available if the existing equity of $5,000 were invested otherwise ($5,000 × 1.094 = $7,057.91). To compare the two projects, the shorter one, Project 1, has to be compounded by one more year (applying the interest rate of 9% in the example). The resulting net balance, $7,528.95 × 1.09 = $8,206.56, is lower than $8,560.27 of Project 2; thus, the latter is relatively profitable. With the relatively profitable project earning a higher interest rate, the company can determine VOFI capital profitability using the following formulas:







ASSUMPTION OF AN IMPERFECT
CAPITAL MARKET
The key point that distinguishes the VOFI method from traditional investment appraisal methods is that it assumes an imperfect capital market.9 It can also apply an almost unlimited number of different interest rates for borrowing and investing.
There are many problems related to the uniform discount rate that traditional investment appraisal methods assume, such as the net present value (NPV) method. It is used not only as an interest rate for both borrowing and investing, but it also represents the future interest rate—a major limitation of the method that presents the future cost of capital and investment opportunities simultaneously. In the real world, the interest rates for borrowing and investing typically differ, so advanced investment appraisal methods assume imperfect capital market conditions.
The VOFI method employs a huge number of different credit and debt interest rates. Additionally, it considers this variety of loans and takes into account such features as time span of credit (short-/long-term) and the different types of borrowing (installment loan, loan with final redemption, annuity loan, current account loan, etc.), and it includes the possibility of self-financing (use of equity). The different interest rates for short- and long-term investments better reflect a real market situation and can be seen as another distinction from the NPV method. Another important difference between these two methods is the assumption of unlimited borrowing lines in the NPV method while the VOFI method considers different limits for the loans.
In the imperfect capital markets there is no certainty.11 This is assumed in the traditional investment appraisal techniques, thus limiting their practical use, yet companies face uncertainty every day while making investment and financial decisions.

VOFI AND THE APPRAISAL OF FOREIGN DIRECT INVESTMENTS
Investments in foreign countries have become popular in the last decade or so because of the opening of markets, the strengthening international trades, or, in general, the growing globalization and ongoing liberalization of trade that has resulted in significant market changes. Foreign direct investments (FDIs) have become necessary for companies in intensely competitive environments to survive; capital investment decisions became longer-term and riskier. Companies have experienced increasing challenges from international markets, and, in this stage of the company’s evolution, the importance of FDIs is playing the main role in the further development of the company regarding the diversification of risk.
A company can use the VOFI method to appraise an FDI, but the standard VOFI tables should be slightly modified because the company must put together a comprehensive financial plan that considers the national currencies of parent companies and their subsidiaries for all cash flows. The tables should expand and should include the cash flows of foreign investments. Any cash inflow or outflow of the subsidiary that is related to the investment project may be in the VOFI table of the parent company and vice versa.12 The basic setup, style, and procedure, however, remain unchanged. The table records all original cash flows (the respective company’s cash flow in the first line and the cash flows between parent and subsidiary in the following lines: deliveries of semi-finished and finished products, other services between the companies, debt financing, patents and licenses, or equity changes of loans). As usual, the first part examines the financial balance, which is zero in each year; the second part of the table represents balances of loans and investments in each year; and, additionally, information about nontransferred cash flow surpluses and their accumulated amounts appear in the third part.13
The adapted standard VOFI table for the parent company appears in Table 4 and includes tax effects that were excluded in the first example in order to keep the tables as simple as possible.
The comprehensive financial plan of the subsidiary is similar to that of the parent company. The balance of this plan includes any surplus not transferred to the parent company, and the second part of the financial plan records any debt related to the investment, including the loan from the parent company. While using the comprehensive financial plan of the subsidiary, the method can determine transfer payments to the parent company.
The VOFI model represents the changes in tax payments in a transparent way, so it is advisable to include them for the parent and subsidiary companies. Inflation may be taken into account as well while determining the compound value of an investment by using nominal cash flow values and nominal interest rates. To forecast opportunity income yields, VOFI also can compare different prices in the relevant countries and can include expected inflation rates. Eventually, a comparison of the compound values will allow the company to determine whether a project is more profitable than the opportunity income with expected exchange rates.14Assessing FDI exchange rates is necessary to convert the investment currency into the home currency.
In appraising foreign direct investments, the assumptions of imperfect international capital markets allow the company to include all possible forms of investing and financing opportunities in the comprehensive financial plan. This is possible from the perspective of both the parent and subsidiary companies and can represent the currency changes for parent and subsidiary companies.15 It is necessary to include the forecast of future interest rates in the appropriate countries, the possible risks of inflation, changes in exchange rates, and effects of different tax systems in appraising FDI.
Overall, the application of VOFI and the standard VOFI plan for parent and subsidiary companies seem suitable in companies’ practice. This example applies VOFI tables and adapts them to specific needs—appraising FDI and analyzing effects between parent and subsidiary.

ASSESSMENT OF THE VOFI METHOD
The VOFI method is relatively easy to use and does not involve a great deal of computational effort. Some of the required data is also needed while using other investment appraisal methods, yet other data is specific to the VOFI method; therefore, the additional efforts should be justifiable. Because financing and investment policies usually are applied to the company as a whole, the allocation of equity/internal funds and specific loans to individual projects can be difficult.
This problem of equity and debt allocation to individual projects might provide one explanation for the limited use by companies so far. The allocation of equity might be done in a simplified form based on average amounts (such as applying the weighted average cost of capital for the determination and application of the cost of equity and debt). Or, for example, strategically important investments (e.g., foundational investments for new plants or business locations and foreign investments) require their own financial plans, so this problem does not even occur.
The VOFI method includes a huge diversity of financial conditions that are typical for the finance sector. Moreover, it explicitly shows the hidden assumption of this sector.16 Especially helpful is the standardized table because it enables easily interpretable intermediate and final results of financial balances and the compound value of an investment project.
Additionally, the VOFI method can determine the optimum financing of an investment project, which can be useful because investing and financing decisions depend on each other in an imperfect capital market and can be made simultaneously. The optimum composition of various financing alternatives can be defined by calculating a compound value for every combination of investment and financing using the comprehensive financial VOFI plan—the combination with the highest compound value indicates the optimum. In a comparable way, a company can use optimization models for decisions about financial surpluses and payback of loans.
One critical advantage of the VOFI method is that the reinvestment of surpluses and the balancing of differences in capital tie-up are transparent within the standardized financial tables. (See the respective lines for financial reinvestments in the examples above: in Table 3, the financial reinvestments of $230 (t=1), $2,486.10 (t=2), $2,770.13 (t=3), and $3,074.04 (t=4) or the short-term loan of $1,000 (t=0) are similar to the example in Table 2). Decision makers like the VOFI analysis because of its clarity, propriety for interpretation, and presentation.
The imperfect capital market assumption is another advantage of the VOFI method because it makes decisions more realistic. Not only does it consider different kinds of loans and financial investments, but it assumes different interest rates. Explicitly including various financing and investing instruments and clearly representing them in the standard VOFI table are distinctive characteristics of this method. For the purpose of achieving an easy and fast overview, I have used a very simple example, but a company can use a detailed structure of different loans with an almost unlimited number of different forms and financial conditions. It offers investors a possibility of having the comprehensive VOFI plan of an investment project’s cash flows during its entire economic life and enables the visualization of financial implications.

FOCUS ON INVESTMENT APPRAISAL
Investment decisions play a key role in the success of today’s companies. The complexity and permanent changes in the business environment are the main reasons why companies should focus on the investment appraisal process.
Because of increasing globalization, there is a growing significance of international investment projects. Differences in international tax systems, exchange rates, or inflation risk, among other factors, should be taken into account before investing in a foreign country.
Assessing a foreign direct investment is critical because it involves higher uncertainty and is a good example for applying the VOFI method.
In general, the VOFI method is useful in real company practice, even though it is not yet widespread. This method has more realistic assumptions of financial decisions and provides decision makers with an improved view of the investment project’s profitability. The assumption of an imperfect capital market and the transparency of reinvestment of surpluses are the most significant advantages of the method. VOFI can be seen as a leading investment appraisal method because of its practicality in comparison to other investment appraisal methods, and it can easily be implemented in any company. 
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	t=0              t=1                 t=2                 t=3                 t=4                  …

	Series of net cash flows
Internal funds
– Withdrawal of capital
+ Contribution of capital
Installment loan
+ Borrowing
– Redemption
– Debt interest
Loan with final redemption
+ Borrowing
– Redemption
– Debt interest
Annuity loan
+ Borrowing
– Redemption
– Debt interest
Current account loan
+ Borrowing
– Redemption
– Debt interest
Financial investment
– Reinvestment
+ Disinvestment
+ Credit interest
	

	Financial balance
	

	Balances
Loans:
Installment loan
Loan with final redemption
Annuity loan
Current account loan
Financial investment
	

	Net balance
	


Table 1: The VOFI Table


	Source: Uwe Götze, Deryl Northcott, and Peter Schuster, Investment Appraisal, Springer, Berlin, Germany, 2008, p. 102.





Table 2: The VOFI Plan for Investment Project 1
Example: VOFI and the comparison of two projects

	
	          t=0                             t=1                             t=2                            t=3

	Cash Flow Profile
	–10,000                      +5,000                      +5,000                      +3,000

	Project-assigned Equity
– Withdrawal of capital
+ Contribution of capital
Installment Loan
+ Borrowing
– Redemption
– Debt interest
Current Account Loan
+ Borrowing
– Redemption
– Debt interest
Financial Reinvestment
– Investment
+ Disinvestment
+ Credit interest
	+5,000
+4,000
–1,333.33                –1,333.33                –1,333.33
–440                         –293.33                   –146.67
+1,000
–1,000
–130
–2,096.67                –3,519.11                 –1,913.17
                                                                           +146.77                  +393.10

	Financial Balance
	0                                 0                                 0                                 0

	Balances of Loans and
Financial Investments:
Loans
Installment Purachase Loan
Loan with Final Redemption
Annuity Loan
Current Account Loan
Financial Investment
	4,000                        2,666.67                  1,333.33                               0
0                                 0                                 0                                 0
0                                 0                                 0                                 0
1,000                                  0                                 0                                 0
0                        2,096.67                  5,615.78                   7,528.95

	NET BALANCE
	–5,000                          –570                  +4,282,45                 +7,528.95



Source: Examples adapted from Peter Schuster, “Investment Appraisal at Imperfect Captial Markets,” International Business and Economics Research Journal, 2007, Vol. 6, No. 9, pp. 21-28.













Table 3: The VOFI Plan for Investment Project 2

	
	t=0                       t=1                       t=2                       t=3                       t=4

	Cash Flow Profile
	–12,000                     +3,000                +4,000                  +4,000                +6,000

	Project-assigned Equity
– Withdrawal of capital
+ Contribution of capital
Installment Loan
+ Borrowing
– Redemption
– Debt interest
Loan with Final Redemption
+ Borrowing
– Redemption
– Debt interest
Current Account Loan
+ Borrowing
– Redemption
– Debt interest
Financial Reinvestment
– Investment
+ Disinvestment
+ Credit interest
	+5,000
+4,000
   –1,000                –1,000                 –1,000                  –1,000
   –440                   –330                    –220                      –110
+2,000
–2,000
   –200                    –200                    –200                    –200
+1,000                      –1,000
   –130
–230                –2,486.10           –2,770.13            –3,704.04
                                                              +16.10         +190,13                   +384.04

	Financial Balance
	0                           0                           0                           0                           0

	Balances of Loans and
Financial Investments:
Loans
Installment Purachase Loan
Loan with Final Redemption
Annuity Loan
Current Account Loan
Financial Investment
	3,000                  3,000                     2,000                  1,000                           0
2,000                  2,000                     2,000                  2,000                           0
              0                           0                           0                           0                           0
1,000                           0                           0                           0                           0
0                      230               2,716.10            5,486.23               8,560.27

	NET BALANCE
	–5,000                    –570          +4,283,44         +7,529.94          +8,560.27













Table 4: The VOFI Table of a Parent Company

	Parent company
	t=0           t=1           t=2           t=3           t=4           t=5

	Series of net cash flows
	

	Cash flows for deliveries          + Cash inflows
of semi-finished and                   – Cash outflows
finished products to/from
the subsidiary company
	

	Cash flows for patents,             + Cash inflows
licenses, etc. to/from the         – Cash outflows
subsidiary company
	

	Cash flows for other                   + Cash inflows
services to/from the                   – Cash outflows
subsidiary company
	

	Cash flows due to loans           – Granting of losses
to/from subsidiary                       + Redemption
company                                           + Debt interest
	

	Cash flows due to equity         – Contribution of
changes of the subsidiary            capital
company as well as the            + Withdrawal of
transfer of surpluses and              capital
the liquidation or                          + Transfer payments
residual value
	

	Cash flows due to changes     + Cash inflows
in the range of economical     – Cash outflows
performances
	

	Equity of the parent                    – Withdrawal of
company                                                capital
+ Contribution of
capital
	

	Debt of the parent                       + Borrowing
company                                           – Redemption
– Debt interest
	

	Taxes                                                   – Tax payments
+ Tax refunds
	

	Financial investment                  – Reinvestment
+ Disinvestment
+ Credit interest
	

	Financial balance
	0               0               0               0               0               0

	Balances
Loan from subsidiary company
Further loan
Financial investment
	

	Net balance
	

	Untransferred surplus
Total amount of untransferred surpluses
	


   Source: Götze et al., p. 130.
Table 5: The VOFI Table of a Subsidiary Company

	Subsidiary company
	t=0           t=1           t=2           t=3           t=4           t=5

	Series of net cash flows
	

	Cash flows for deliveries          + Cash inflows
of semi-finished and                   – Cash outflows
finished products to/from
the parent company
	

	Cash flows for patents,             + Cash inflows
licenses, etc. to/from the         – Cash outflows
parent company
	

	Cash flows for other                   + Cash inflows
services, to/from the                  – Cash outflows
parent company
	

	Cash flows due to loans           + Borrowing
to/from parent                               – Redemption
company                                           – Debt interest
	

	Cash flows to the parent          + Contribution of
company due to equity                  capital
changes as well as the              – Withdrawal of
transfer of surpluses and              capital
the liquidation or                          – Transfer payments
residual value
	

	Further loans of the                    + Borrowing
subsidiary company                    – Redemption
– Debt interest
	

	Taxes                                                   – Tax payments
+ Tax refunds
	

	Financial investment                  – Reinvestment
+ Disinvestment
+ Credit interest
	

	Financial balance
	0               0               0               0               0               0

	Balances
Loan from parent company
Further loan
Financial investment
	

	Net balance
	

	Untransferred surplus
Total amount of untransferred surpluses
	



     Source: Götze et al., p. 128.






Reading 12-8: Using Real Options to Make Decisions in the Motion Picture Industry
by S. Mark Young, James J. Gong, and Wim A. Van der Stede


Managers often face problems regarding whether to continue a project or scrap it. Traditional capital budgeting frameworks aren’t particularly helpful in this regard because they assume a static investment decision-making process in which managers consider projects as do-it-now-or-never propositions. That is, traditional capital budgeting approaches assume that managers undertake “discrete” investments rather than investments that unravel in stages. The applied discounted cash flow (DCF) or net present value (NPV) methods need a beginning and ending time, suggesting that a project will produce cash flows without cessation from start to end. These stylized characterizations of investments are questionable, particularly in situations of high uncertainty, because the logic of DCF and NPV may lead to flawed decisions.
Real options, however, provide an alternative approach to thinking about capital investments by taking into account that companies can postpone a business decision, either to continue or abandon projects, based on how future uncertainty unfolds. A real option is the right, but not the obligation, to undertake a business decision. Essentially, a real options approach recognizes that managers invest in projects in stages based on new information that more closely reflects the realities of firms’ rapidly changing operational and competitive environments.
Table 1 summarizes the key differences between traditional DCF methods and a real options approach to major capital outlays. As the table shows, DCF assumes investment projects as now-or-never decisions, whereas real options consider investment decisions as dynamic and staggered. In addition, DCF methods aren’t tailored to flexibility, but the real options approach incorporates the flexibility of when and how much to invest. Furthermore,
DCF considers volatility as a negative factor in determining project value and suggests that managers should expect—and set—higher discount rates for projects with more volatile cash flows. On the other hand, mathematical models of option valuation illustrate that the 

value of any option increases when volatility goes up. Thus, a real options approach values volatility positively. In sum, a real options approach is more relevant when a project contains staged investments whose outcomes are uncertain.

Real Options Research
Though real options are intuitively appealing, few studies have documented their use in practice. In this article, we’ll summarize findings of a study that we conducted under the auspices of the IMA Research Foundation. The context for our study is the U.S. motion picture industry—an industry that’s notoriously risky and, therefore, especially conducive to embracing the features of real options logic.
Indeed, the major firms (studios) regularly introduce a number of very costly new products (movies) whose success is difficult to predict. Our research for the IMA Research Foundation involved two stages. 
In the first stage, we gathered information about the production and marketing costs of movies from published sources as well as in-depth interviews with a number of professionals working in the motion picture industry. As our prior articles have outlined (see “The Movie Industry in the Spotlight,” p. 59), any movie project has several key stages of decision making, such as property acquisition, script development, green-lighting of production, releasing on opening weekends, and post-opening marketing support.
In the second stage of our research, we conducted statistical analyses of how real options manifest themselves at two junctures in the decision-making process of a motion picture—at the time of initial investment (production) and at the point when executives decide how many marketing dollars to spend. Specifically, the first real option is a growth option, which is the right to make additional investments if the initial investment is successful.
The growth option in the movie industry is to produce sequels after a successful original movie. The second type of real option is an abandonment option, which relates to the amount of spending on advertising. During and after a movie’s opening weekend, studio executives must decide whether and how much to continue to back a movie based on such information as opening box office receipts and tracking data. We’ll discuss each category of real options next.

Growth Options of Sequels
One way in which the studios manage uncertainty in investments is by producing sequels—follow-ups to successful original movies. Our interviews with industry executives revealed that, in today’s environment, studios plan the majority of their movies with growth potential in mind. Although sequels may be planned simultaneously with the original movie, sequels and originals typically are neither jointly produced nor marketed, and the original movie doesn’t share production or marketing costs with the sequel. Hence, a sequel presents an investment option at a later time based on an assessment of the original’s success. Indeed, for each sequel, the studio needs to select entirely new scripts, sets, locations, and even actors, and each sequel has its own marketing budget and campaign. There are three franchises in which production of two of the films occurred back to back and each of the two films was released separately. Thus, while there may have been some production savings from using common sets and props, the films had separate marketing budgets as they were released approximately a year apart.
The films were Pirates of the Caribbean, Dead Man’s Chest and At World’s End (films two and three of the series); Harry Potter and the Deathly Hallows, Parts 1 and 2 (films seven and eight in the series); and The Twilight Saga: Breaking Dawn, Parts 1 and 2 (films four and five in the series).
Sequels present lower risk for the studios because moviegoers are familiar with the original movie’s characters and context. Accordingly, nine out of the top 10 domestic box office hits in 2011 were sequels, with Harry Potter and the Deathly Hallows, Part 2 being the highest-grossing movie of 2011 (see Table 2).
Figure 1 illustrates real options thinking with regard to sequels. Assume a planned original movie project, Project X, will cost $100 million to produce and is estimated to have a 50-50 chance of generating discounted cash flows of $10 million or $180 million. The project has a negative NPV of $5 million because the expected cash inflow is $95 million (0.5 × 10 + 0.5 × 180) while the cash outflow is $100 million. The studio will scrap the project based on NPV calculations. But if the studio plans a sequel and considers the investment with the sequel’s option value in mind, it will reach a different conclusion. We’ll now illustrate this real options logic.
Industry data suggests that sequels usually incur higher production costs. Let’s say the sequel to Project X has an estimated cost of $110 million and has a 10% chance of generating $10 million of cash inflow and a 90% chance of generating $170 million of cash inflow. Recall that if the original is successful, the odds of the sequel being successful are better. The expected NPV from the sequel is $44 million [(0.1 × 10 + 0.9 × 170) – 110]. Since there’s a 50% chance that a sequel will be produced (reflecting the 50% chance that the original grosses well), the value of the growth option embedded in the sequel is $22 million (0.5 × $44). Thus the expected total cash inflow of investing in the original film under real options logic is $17 million ($22 million – $5 million loss on the original film). Once the real option on the sequel is factored in, the project should be green-lighted.
Beyond this straightforward example, in our empirical study we used two comparisons to test the implications of growth options in the context of sequels. First, we matched 132 sequels with 132 original films without sequels. We found that sequels earn a higher return on investment (102%) than original films without sequels (70%). This evidence confirms our expectation that sequels are more profitable. Next, we matched 132 original films with sequels against another 132 original films without sequels. We found that studios incur higher production and marketing costs for original films with sequels ($56 million) compared to those without sequels ($45 million). This result is consistent with our expectation that the value of a growth option in a sequel justifies higher costs for an original movie. Overall, our empirical results indicate that studio managers have a growth option in mind when planning the original film.

Real Options in Spending Advertising Dollars
After the studio green-lights a film, it begins to leak information through interviews with directors and stars. During post-production (i.e., after the film is produced but before test screening), studios track audience responses to trailers and interviews with producers, directors, and the cast. The process begins with Nielsen Media Research calling between 400 and 500 people at random several times a week to determine if they are aware of the film and whether they intend to pay to see it. After postproduction, films are also test screened with focus groups. Then after they poll the audience, studios may still make changes to selected scenes in the film and adjust their marketing strategy. Based on pre-release audience test results, studios may make several decisions about the film, with the following possible outcomes:

1. If the film generates good audience test results, then the marketing budget is kept as is.
2. If the film generates very good audience test results, then the marketing budget often is increased.
3. If the film generates poor audience test results, then (a) the marketing budget can be increased to overcome the poor results if the studio believes that the film is strong but that the marketing campaign has been ineffective (or sometimes the film itself can be altered to overcome its weak reception), or (b) the film can be “abandoned,” and its planned marketing budget is saved. In this case, the film is often sent straight to video.
Once a studio decides to release a movie I theaters, it will spend about 75% of its marketing budget before the movie opens. The marketing budget varies from movie to movie, with a current range of $30 million to $50 million for a feature film. The remaining 25% of the marketing budget, often called the remainder, is flexible and spent depending on audience exit polls and actual box office performance during the opening weekend. This is a significant amount of advertising for which the studio can potentially exercise an option, or, as a studio executive explained, “While the budget for marketing costs is set before production of the movie begins, movie marketing costs involve judgment.”
If the movie meets or exceeds the desired opening box office revenue target—that is, when it’s tracking well—then the studio might spend more to promote the movie. Alternatively, if a movie’s initial revenues fall below expectations, managers have the option to spend less on marketing it or exercising an abandonment option. Marketing decisions in this context are consistent with the real options framework as they depend on a wait-and-see approach based on the availability of new information, such as opening box office results after theatrical release. According to a studio executive, “By Saturday night [of the opening weekend], it is quite clear how the movie is going to do in theaters. If it looks like it is going to do really well, the marketing budget will be increased; if it does poorly, it can be pulled from theaters quickly and the marketing money saved.”
Figure 2 illustrates the previously described real options logic applied to advertising cost. If a movie generates low box office revenue during the opening weekend, the studio usually abandons it and saves the planned advertising money for other movies. On the other hand, if the movie generates high box office revenue in the opening weekend, studios will invest more on advertising with the aim of the movie proceeding to become a hit. Studios are then more likely to produce a sequel following the movie, as we described in the first part of the article.
The post-release scenarios we just described allow us to compare marketing expenditures across categories of movies, which includes those that open successfully vs. those that don’t. In our empirical study, we investigated the implications of this wait-and-see type of real option on the pattern of marketing expenditure. We used a large sample of 1,752 movies released in the United States between 1990 and 2006.We found that the incurrence of marketing costs varies with the initial success of a movie in theaters, indicating that movie executives exercise their wait-and-see option based on a movie’s success before incurring more marketing costs. Of note, these results—especially those indicating abandonment of rather poorly performing movies at the opening—go against the widely held belief and presumed pressures for spend-it-or-lose it budgeting behaviors and human tendencies toward escalating commitments. This suggests that real options can have powerful effects beyond just the appraisal of capital decisions and into the dynamic process of spending over time.
So far, we’ve introduced two applications of real options theory in the motion picture industry. For simplicity, we separated them. But in most contexts, almost all capital expenditures are staged investments, and an option exists for further investment at each stage. These options are tied together. For instance, exercising the real option of spending more advertising dollars after observing a strong opening box office unlocks the opportunity to produce a sequel.

Real Options Implementation in Other Industries
The real options approach to making investment decisions under uncertainty is a highly useful framework, especially when projects warrant multiple stages of investments. Though real options provide a company with flexibility to adapt to changes in its environment, we also suggest that it’s a tool managers can use to navigate corporate finance and competitive strategy. Surveys conducted by other researchers show that only about 10% to 15% of Fortune 1,000 companies use the real options approach, and their degree of usage varies. This may be the result of the lack of clear examples.
In the movie industry, each movie project is a strategic investment, and one of the most valuable assets for major movie studios is a portfolio of movies. Movie project management has common characteristics with new product development in other industry settings. We believe the real options approaches can be applied just as successfully to capital investment decisions in a variety of settings, such as the pharmaceutical, paper, cable, and construction industries. For instance, in the pharmaceutical industry, Merck is the best-known user of real options to manage risk. In the paper industry, Kimberly-Clark’s strategic imperative of organic growth leads to managerial application of real options to deal with uncertainty in its growth strategy. These examples reveal that leadership has to have a long-term view in order to successfully implement real options. We believe that further studies should focus on practical challenges of implementing real options and the need for organizational support for the new capital investment thinking.
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Reading 12-9: Is a Solar Energy System Right for Your Organization?
by Kenton D. Swift


With all forms of energy consuming greater and greater proportions of capital budgets, there is a growing interest in alternative sources of energy. On the short list of these sources are photovoltaic solar energy systems (PV systems), which are increasingly popular because of the available incentives for purchasing and installing them and because of their ability to generate power at competitive rates. Unfortunately, there is also a lot of hype, rather than careful analysis, related to the benefits of installing solar energy systems. Deciding whether to purchase a solar energy system requires understanding and evaluating a number of technical variables. This can be a daunting task.
The purpose of this article is to describe the set of information needed as inputs in making the decision to purchase and install a PV system. This article will also discuss resources for finding the data needed to help accounting and financial management professionals make the right decision and will present three real-world examples of how the inputs should be examined using a capital budgeting analysis.

SCRUTINIZING FOUR KEY ELEMENTS
The information needed to decide whether to purchase a PV system can be divided into four general categories:

· Cost of electricity: The present and future electricity costs that will be saved by installing a PV system.
· Sunlight: The amount of sunlight, or solar radiation, available to provide power for the PV system.
· PV system costs: The cost and performance of photovoltaic panels and related components of the solar energy system.
· Financial incentives: The tax and other incentives provided by federal, state, and local governments and by utility companies.

Factor 1: Cost of Electricity
PV systems provide electricity, offsetting the amounts that would otherwise be paid to a utility company. A basic input to the decision to 

purchase such a system, therefore, is the cost of electricity that will be saved.
Electrical power is measured in watts, and electricity is priced in thousands of watts used per hour, or kilowatt-hours. Most companies keep a record of the kilowatt-hours used in recent years and the amounts paid for those kilowatt-hours. Where historical records do not exist, the Energy Information Administration (EIA) provides statistics on the average retail price of electricity in different regions of the United States. For instance, the average price in the United States for 2010 was about $0.10 per kilowatt-hour, with Hawaii having the highest rate at $0.25 and Wyoming having the lowest rate at $0.06.1
Although the EIA’s website is a good place to begin looking into electricity rates, it is important to note that actual rates can vary based on the time of day (called time-of-use (TOU) rate scheduling), the month of the year, and/or the total volume of electricity used during the month. In addition, some states require utilities to enter into contracts with solar energy companies under which the rate paid for electricity produced by such systems is fixed for a number of years and is above current electricity rates. These contracts are referred to as “feed-in tariffs.” Thus, in considering the installation of a PV system, some thought needs to be given to exactly which electrical rate the energy produced by the solar electric system is actually replacing and/or how much will be received for the solar electricity produced.
Another obvious concern is that electric power is used throughout the day and night, even during times when little or no solar energy is being produced. So how is it possible to save on electrical costs during those times when the system is not generating any electricity? Fortunately, most states require utility companies to purchase extra solar electrical energy produced in the middle of the day. Called net metering, this is done by connecting the PV system to the utility grid. Net metering policies have been adopted by 43 states; Washington, D.C.; and Puerto Rico.2 During some parts of the day or night, the business purchases electricity from the utility, and during the sunny parts of the day the utility is required to buy back extra energy produced by the PV system. Thus, the system’s owner only pays for electricity to the extent the total kilowatt-hours actually used exceed the kilowatt-hours produced by the solar electric system.
Net metering can work to the solar energy producer’s advantage in areas where electrical rates are based on time-of-use rate scheduling or increase with total use over the month. If rates increase based on total use during the month, a solar electric system will replace the most expensive electrical energy purchased each month. With time-of-use rate scheduling, the highest electric rates are typically during the day, which also happens to be when the sun is producing the most energy. The result is that your company can sell excess electrical energy produced during the day at high rates, then buy back energy from the utility company at other times when rates are lower.
Some states, local governments, and utilities now have feed-in tariff programs under which electricity is purchased from eligible producers of solar photovoltaic power at higher-than-normal rates. Such arrangements have been widely used in some countries to encourage renewable energy production. Madison Gas & Electric, a utility company in Wisconsin, has a Clean Power Partner Program that illustrates how these programs work. Under this particular program, eligible producers of solar photovoltaic power are paid $0.25 per kilowatt-hour for their power, and the rate is locked in for 10 years. This is a substantially higher rate than existing electricity rates, which average closer to $0.10 per kilowatt-hour in Wisconsin. The result is that participants in the program can sell solar electric power at $0.25 per kilowatt-hour and purchase it at the lower market rate from the utility as necessary.3 This program is available for PV systems of one kilowatt to 10 kilowatts in size.
Because PV systems have useful lives of 20 to 30 years, it is also necessary to consider future changes in the price of electricity. While future prices may be difficult to forecast, promoters of solar electric systems often make assumptions about future increases in the price of electricity that are hard to justify. A more reliable indicator comes from the EIA, which forecasts the expected price of electricity in the United States for 25 years into the future. In its Annual Energy Outlook 2010, the EIA predicts a nominal average annual increase of only 1.6% per year through 2035.4

Factor 2: Sunlight
The fundamental requirement for a successful PV system is the availability of sunlight, or solar radiation. The reality is that different parts of the country receive different levels of sunlight. Because of this variation, it may at first seem difficult to predict the amount of sunlight one is likely to receive in a particular location. Fortunately, the National Renewable Energy Laboratory (NREL) provides detailed information about average sunlight for 239 locations across the United States, including Alaska and Hawaii.5 Average sunlight information is available by month and on an annual basis.
NREL data is based on solar radiation data gathered over 30 years, from 1961 through 1990, and included in the National Solar Radiation Data Base (NSRDB), version 1.1, which NREL completed in 1994. It provides solar radiation information for both flat-plate and concentrating solar collectors in kilowatt-hours per square meter per day (kWh/m2/day); for collectors pointed at various angles to the sun; and for both stationary and tracking collectors. For typical flat-plate collectors pointed south, maximum solar radiation is achieved by using a tilt angle approximately equal to the site’s latitude. (In this article—including the case studies that will be presented later—all solar radiation readings assume a flat-plate collector pointed south with a fixed tilt angle equal to the site’s latitude.)
This may seem difficult to follow, but the data is easy to interpret. For instance, in Miami, Fla., the average daily solar radiation is 5.2 kWh/m2/day, versus 6.5 kWh/m2/day for Phoenix, Ariz., and 3.0 kWh/m2/day for Anchorage, Alaska. That is, Miami receives almost twice as much solar radiation on average as Anchorage, and Phoenix receives more than twice as much.

Factor 3: Photovoltaic System Costs
PV systems consist of solar electric panels, also called photovoltaic panels, which are made up of numerous smaller silicon solar cells. A solar cell is a solid-state device that absorbs visible light and converts its energy to electricity. Solar electric panels produce direct current (DC) electricity, which is carried to an inverter. The inverter then converts the DC electricity into alternating current (AC) electricity, and the voltage is boosted to 120 volts or 240 volts, depending on the user’s needs.
The critical question when purchasing a solar electric system is the cost per watt. That is, how much potential energy is being purchased for the price paid? Fortunately, prices for solar panels have been dropping rapidly, thanks largely to an increase in the availability of polysilicon, a key component in most types of panels. In 2009 alone, prices dropped about 40%.6 Prices for PV systems have plummeted, too: The Solar Energy Industry Association (SEIA) reports that the national weighted-average price of PV systems fell 20.5% in 2010.7 The total installed cost of a solar electric system depends largely on geographic location and the size of the system. In the executive summary to its U.S. Solar Market Insight 2010 Year in Review, the SEIA reports that the average installed cost for solar electric systems (before utility rebates, tax incentives, etc.) for nonresidential systems varied from $4.11 per watt to $7.31 per watt in 2010. NREL’s Open PV Project estimates the average installed cost for solar electric systems of all sizes in 2010 was $7.16 per watt.8
It is important to note that PV system output is rated based on DC power output in ideal conditions, whereas users are mainly interested in the AC power that the system produces. Shade, dirty panels, losses as the electricity passes through the wires and inverter, and other factors reduce the actual AC power produced. NREL has determined that the realistic AC output is only about 77% of the DC power rating. That is, a system with a four-kilowatt DC rating would realistically produce about 3.08 (4.00 5 0.77) kilowatts of AC power. This adjustment is termed the DC-to-AC derate factor.
Solar panels require little maintenance and should last a long time. Nevertheless, it is important to buy from a reputable manufacturer that stands behind its warranty. A manufacturer’s guarantee typically provides that the panels will produce at least 80% of their original capacity for 20 to 25 years. The other critical piece of hardware in a solar electric system is the inverter. It is a relatively small part of the entire system, making up approximately 15% of the total cost, yet it is unlikely to last as long as the solar panels and will probably need to be replaced during the life of the panels.

Factor 4: Financial Incentives
To maximize its return, your organization can take advantage of a variety of financial incentives available for investing in PV systems. Let’s examine each of these incentives in more detail.
Federal Income Tax Incentives. One of the biggest incentives for installing solar energy systems is the business energy credit described in Internal Revenue Code (IRC) §48, which is part of the investment tax credit. The amount of the credit is 30% of the cost of property placed in service during the year, and the credit is available through December 31, 2016. Although there is some uncertainty about how rebates and grants affect the credit, it is generally assumed that they are fully taxable and do not offset the cost of the system in calculating the credit. Therefore, the 30% credit can be taken against the total original cost of the system. (The credit calculation is slightly different for nonbusiness, residential installations of PV systems under IRC §25D.)
Systems that qualify for the business solar energy credit include those that use solar energy to generate electricity or to heat or cool a structure (excluding swimming pools). Equipment that uses solar energy to illuminate the inside of a structure using fiber-optic distributed sunlight also qualifies.
Businesses that take advantage of the energy credit under IRC §48 cannot also take the production tax credit under IRC §45 for the same property. To take the energy credit in lieu of the production tax credit, taxpayers must file Form 3468 and attach additional information described in IRS Notice 2009-52.
Solar energy property described in IRC §48 is five-year property for purposes of federal tax Modified Accelerated Cost Recovery System (MACRS) depreciation.9 When the business energy credit is taken for this property, the property’s basis is reduced by only one-half the amount of the credit. Consider the following example:

A business taxpayer in the 35% federal income tax bracket installs a solar electric energy system at a total cost of $100,000. The energy credit available to the taxpayer is 30% of the cost, or $30,000. Taking advantage of the tax credit reduces the basis in the property by one-half the amount of the credit, or $15,000. There is $85,000 of basis left to depreciate over five years. Assuming the taxpayer takes the standard MACRS depreciation deduction for five-year property, the depreciation on the solar electric system in year 1 is $17,000 (20% of $85,000). Thus, the total federal tax benefit in year 1 is a reduction of the taxpayer’s tax liability by $30,000 resulting from the business energy credit, plus $5,950 (35% × $17,000) of tax savings from depreciation, for a total federal tax benefit of $35,950.

Because of the recent turmoil in the economy, Congress was concerned that a non-refundable credit might not create enough incentive for businesses to install alternative energy systems in the near term. To deal with this problem, Congress added a grant program in the American Recovery and Reinvestment Act of 2009 (P.L. 111-5). The amount of the grant is the same as the amount of the business energy credit. Originally, these grants were only available through 2010, but the Tax Relief, Unemployment Insurance Reauthorization, and Job Creation Act of 2010 (P.L. 111-312) extended the availability of the grants through 2011. The grants are also available for property placed in service after 2011 if construction on the project begins before 2012 and is completed by December 31, 2016. The grants are made in lieu of taking the business energy credit. Thus, both a grant and a credit cannot be taken on the same property. This program is most appropriate for businesses that cannot benefit currently from a nonrefundable tax credit. Additional information about this program and applications are available at www.treasury.gov/initiatives/recovery/pages/1603.aspx.
State Income Tax Incentives. State tax incentives for solar energy system installations generally consist of income tax credits. The percentage of the credit varies by state. In most cases, there is a maximum limit on the dollar amount of the credit. Arizona, for instance, provides a 10% tax credit on the installation of solar energy systems in nonresidential buildings. The credit is limited to $25,000 for any one building in the same year and $50,000 of total credits in any year.10 Unused credits can be carried forward for five years. The credit expires on December 31, 2018.
Grants and Rebates. States, local governments, and utilities offer myriad grants and rebates to promote the installation of renewable energy systems. The form of the grant or rebate is typically either an upfront payment to reduce the initial cost of the system or a performance-based incentive (PBI) in which the producer is paid based on electricity production. Solar energy producers participating in a PBI program receive a double bonus—the incentive payment plus the electricity costs saved by using a solar energy system.
Under the California Solar Initiative (CSI), for example, owners of PV systems rated less than 30 kilowatts can receive an upfront payment based on the expected performance of the system. The expected performance, and thus the amount of the payment, is based on equipment ratings and factors such as geographic locations, tilt, orientation, and the degree of shade. As the aggregate amount of PV installations increases over time, the size of the available rebates decreases. The initial upfront payment of $2.50 per kilowatt ($3.25 for nonprofits and government entities) decreases in 10 steps to $0.20 ($0.70 for nonprofits and government entities) over the 10-year life of the program.
The CSI program also offers a PBI for PV systems rated at 30 kilowatts or larger. The incentive consists of a monthly payment for the first five years after the system is installed, with the amount of the incentive based on the amount of energy the system produces. As with smaller systems, the size of this incentive also decreases as the aggregate amount of PV installations increases over time. The payment per kilowatt-hour of production is initially $0.39 ($0.50 for nonprofits and government entities) and decreases in 10 steps to $0.03 ($0.10 for nonprofits and government entities) over the 10-year life of the program.11

SOLAR RENEWABLE ENERGY CERTIFICATES
Policymakers in several states have created Solar Renewable Energy Certificates (SRECs) to ensure that a certain amount of solar energy capacity is installed in a designated area. States with SREC programs have a renewable portfolio standard (RPS) that requires utilities to secure a portion of their electricity from solar generators. In order to demonstrate that it meets this requirement, the utility is required to earn or purchase SRECs.
One SREC represents one megawatt-hour of production. The SREC is separate from the value of the electricity itself. In states with these programs, SRECs provide an additional incentive to invest in PV systems over and above the electricity savings. This is because SRECs generated by a PV system can be sold to a utility that needs to meet its solar RPS requirement.
In order to produce SRECs, a PV system must first be certified by state regulatory agencies. Once the PV system is registered, SRECs can be issued based on electricity production. SRECs are not assigned a monetary value. Instead, prices are set in the marketplace and are a function of supply and demand. Utilities can purchase SRECs in the marketplace or pay a penalty instead. The penalty is referred to as a solar alternative compliance payment (SACP), and the amount of the penalty sets an effective cap on the market price of an SREC.
New Jersey has the most robust SREC market in the nation.12 For the 2010-2011 fiscal year, the SACP in New Jersey is $675. The state will reduce this amount by 2.5% every year for the next 15 years. According to SRECTrade, New Jersey SRECs sell on average for about 95% of the SACP.13 Organizations that install PV systems can qualify to generate SRECs for 15 years after the date they are connected. In states other than
New Jersey, SRECs typically sell for prices between$200 and $400. Where they exist, SRECs produce a substantial incentive to invest in PV energy systems. In New Jersey, a payment of $640 for a megawatt-hour of electricity translates into $0.64 per kilowatt-hour. This is a huge subsidy in the United States, where electricity rates currently average about $0.10 per kilowatt-hour!

DIFFERENT STATES, DIFFERENT INCENTIVES
There are a number of other benefits for installing solar energy systems that may be available from states, local governments, and/or utility companies. Property tax incentives generally provide that some portion of the value of a renewable energy system is exempt from property taxes. For example, Texas allows a property tax exemption for the appraised value of solar energy system installations.14 And Florida, for instance, exempts the purchase of solar energy systems from the state’s sales and use taxes.15
Low-interest or zero-interest loans for the purchase of renewable energy or for energy efficiency systems or equipment are offered by electric utilities and state and local governments. Oregon, for example, offers the Small-Scale Energy Loan Program.16 Under this program, individuals, businesses, government entities, and nonprofits can apply for low-interest loans on a variety of energy projects, including PV systems. There is no legal maximum amount, and loans have been given for as little as $20,000 or less to as much as $20 million.
With so many different state and local solar energy incentives, how can someone find out about the set of incentives available in a particular area? Fortunately, there is an online comprehensive database of state and local incentives called the Database of State Incentives for Renewables & Efficiency (DSIRE) at www.dsireusa.org. Funded by the U.S. Department of Energy, DSIRE is an ongoing project of the North Carolina Solar Center and the Interstate Renewable Energy Council.
PULLING THE TRIGGER ON A PV SYSTEM
Having discussed the various inputs, the next step is to bring it all together to make a PV system purchase decision. A formal capital budgeting analysis is required because the cash flows occur over a very long period, which makes it necessary to carefully consider the time value of money. The results of such an analysis are likely to vary significantly among organizations because of differences across the United States in solar radiation, incentives, and the cost of electricity.
Three examples from different locations in the United States give some idea of how the results are likely to vary based on different circumstances. The analysis was done by calculating the internal rate of return (IRR) for the cash inflows and outflows over the life of the PV system. An Excel spreadsheet was developed to complete the analysis. This was necessary because the available online solar calculators generally provide an incomplete financial analysis.17 The customized spreadsheet used for this article, on the other hand, allows the following inputs to be varied.

System Inputs:
· Initial system cost before incentives ($)
· DC power rating (kilowatts)
· DC-to-AC derate factor (% of initial cost)
· Output degradation per year (% of initial cost)
· Cost of replacement inverters (% of initial cost)
· Annual maintenance/insurance (% of initial cost)

Incentives:
· Utility, state, and local grants and rebates ($)
· State income tax credits ($)

External Factors:
· Current cost of electricity ($ per kilowatt-hour)
· Projected annual electricity cost inflation (%)
· Average annual hours of sunshine per day (kWh/m2/day)
· The organization’s combined marginal federal and state income tax rate (%)
All numbers in the calculations have been adjusted for tax effects. The analysis assumes that the taxpayer can take advantage of the full federal income tax credit (30%) and any state income tax credits in the year of purchase. Additional assumptions used in the analyses that follow are listed in Table 1.

CASE STUDY 1: HONOLULU, HAWAII
There are a number of factors that make Hawaii an ideal location for PV systems. The average annual solar radiation is high, the cost of electricity is high, and the state offers substantial income tax credits for installing PV systems. For instance, Honolulu gets an annual average of 5.7 hours of solar radiation per day.18 The average retail price of electricity in Hawaii for 2010 for commercial and industrial business sectors was $0.239 per kilowatt-hour, and the state offers a 35% income tax credit up to a maximum of $500,000 on the cost of commercial PV systems.19
Consider an installation of a 50-kilowatt PV system in Honolulu. At a total price of $300,000, the cost per DC watt is $6. The federal tax credit amounts to $90,000 (30% of $300,000), and the state income tax credit is $105,000 (35% of $300,000). Thus, the net cost of the system after tax credits is only $105,000 ($300,000 –
$90,000 – $105,000). Moreover, the system’s IRR is a very respectable 23% over the expected 25-year life of the system, and the undiscounted payback period is less than four years! Clearly, the installation of a solar electric system in Honolulu is likely to provide a substantial return. It is worth noting that the state income tax credit has a dramatic impact on the return of the PV system. If the $105,000 credit were not available, the IRR would be reduced to 6.6%. But even without the state tax credit, the return on the system is still positive.

CASE STUDY 2: PHOENIX, ARIZ.
Located in the southwest United States, Phoenix, Ariz., receives significantly more sunlight than most other parts of the country. The average annual solar radiation per day is 6.5 hours. While this high level of sunlight would seem to make PV systems a good bet, there are other factors in Phoenix that reduce the potential financial benefits. For instance, the average 2010 retail price of electricity in Arizona for commercial and industrial businesses was just $0.081.20
As discussed earlier, Arizona provides a 10% state income tax credit, up to $25,000, in any one year. This is a great benefit, but it is much less than the income tax credit that Hawaii offers. The utility companies in Arizona, however, also have rebate programs. APS (Arizona Public Service), one of the utilities serving the Phoenix area, offers both upfront grants and PBIs.
Consider an installation of a 50-kilowatt, $300,000 PV system in Phoenix (with a cost of $6 per DC watt). The federal income tax credit amounts to $90,000 (30% of $300,000), and the state income tax credit is $25,000, the maximum allowed. As mentioned earlier, APS provides a PBI for such systems. For the system under consideration, a PBI of $0.125 per kilowatt-hour is available over a period of 20 years and is in addition to the normal electricity savings from the PV system. The total incentive payments are capped at one-half the cost of the system, or $150,000 ($300,000 5 50%).21 The payment of $150,000 is appealing, but it is distributed over many years. The IRR on the system is 5.9%, and the undiscounted payback period is close to 10 years. Thus, despite the high level of solar radiation in Arizona, the return on a PV system investment is low compared to that of Hawaii. This is because electricity is much cheaper in Arizona ($0.081 per kilowatt-hour) than it is in Hawaii ($0.239 per kilowatt-hour).
The positive rate of return in this example is highly dependent on the performance-based incentive payment from APS. If this is removed, the IRR nudges into negative territory, to -0.9%.
Finally, because the costs of PV systems are dropping rapidly, it is worth considering what happens to the return on a system in Phoenix as the cost decreases. For instance, if the cost drops from $6 to $4 per DC watt, the IRR becomes more attractive. Under this scenario, the IRR over the 25-year life of the system jumps to 12.3%, assuming all other factors, such as available incentives, remain unchanged.

CASE STUDY 3: NEWARK, N.J.
Despite the fact that New Jersey has less solar radiation than states farther south, it is a great place to invest in solar energy systems because of the SRECs that are available. The average annual solar radiation per day in Newark is 4.5 hours. The average retail price of electricity in New Jersey for 2010 for commercial and industrial businesses was $0.128 per kilowatt-hour.22 
Organizations installing PV systems in New Jersey receive SRECs that can be resold in the marketplace. As mentioned earlier, for the 2010-2011 fiscal year, SRECs can have a value of up to $675.23 Under New Jersey law, PV systems can qualify to generate SRECs for 15 years from the installation date. The state is reducing the solar alternative compliance payment by 2.5% per year. On average, taxpayers can sell their
SRECs for about 95% of the maximum value.24 The amounts received from the sale of SRECs are in addition to the electricity cost savings from installing a PV system.
Consider an installation of a 50-kilowatt system in Newark using the same $300,000 purchase price and same cost of $6 per DC watt. The federal tax credit amounts to $90,000 (30% of $300,000). Thus, the net cost of the system after the federal tax credit is $210,000 ($300,000 – $90,000). In addition, the sale of SRECs is a huge performance-based subsidy for PV systems in New Jersey. For the system under discussion, the SRECs sold in the first year would amount to revenue of more than $40,000 before taxes. The result is that the IRR for a PV system installed in Newark is 16.3% over the 25-year useful life of the system. Very appealing, indeed!
One important note to keep in mind for PV system installations in New Jersey is that the favorable IRR is very dependent on the sale of SRECs. Eliminate the SRECs, and the IRR drops to -1.6%.

STUDY LIMITATIONS
The case studies presented here make numerous assumptions about average solar radiation, PV system performance, and the future cost of electricity. Although every effort has been made to make reasonable assumptions, as with all forecasts, the future is likely to turn out differently than predicted. A business installing a PV system in any of the case study locations or other areas of the country would need to include assumptions appropriate for its PV system and location when making its calculations.
In addition, the Excel spreadsheet created to calculate the IRRs for the case studies estimates total kilowatt-hours of electricity production in the first year in a fairly simple and straightforward manner:

    Kilowatt-hours produced in year 1
= (DC power rating of system × DC-to-AC       derate factor) × (average annual hours of solar radiation)

A more sophisticated calculation of the kilowatt-hours of electricity likely to be produced annually by a PV system is available using NREL’s PVWatts calculator.25 That calculator may create slightly different projections of a PV system’s annual electricity production than those used in this article.

PUTTING IT ALL TOGETHER
The results from the case studies are summarized in Table 2. Based on these results, it is clear that the installation of a PV system is likely to produce a positive return in states that have made a commitment to renewable energy by offering substantial incentives.
Because the financial benefits of installing a PV system vary widely, the first step in making the purchase decision is to carefully identify the values for critical factors, such as amounts of solar radiation, the cost of electricity that the PV system will replace, the availability of net metering, and the various public and private incentives being offered. Once these values are known, a formal capital budgeting analysis is an excellent tool for determining whether the installation of a PV system makes financial sense for your organization. Even if a PV system is not financially viable at present, it is important to continue to watch the cost of photovoltaic panels because costs are dropping rapidly. A system that does not pay today may have a higher internal rate of return in a year or two as PV panel prices drop further. Therefore, counter to conventional wisdom, it may actually pay to wait.

Kenton D. Swift, CPA, Ph.D., is an associate professor in the School of Business Administration at the University of Montana, in Missoula, Mont., and is an IMA® Member-at-Large. He can be reached at (406) 243-4182 or kent.swift@business.umt.edu.
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Table 1: Assumptions Used in Internal Rate of Return Calculations

The case studies used the following assumptions unless otherwise noted.

System:
· The PV system is pointed due south and tilted at an angle equal to the latitude of its geographic location.
· The system is tied to the utility grid, and net metering is permitted.
· The performance of the system degrades 20% over its 25-year useful life. Degradation takes place in equal increments each year.
· The system inverters must be replaced after 15 years, and the replacement cost is 15% of the initial cost of the PV system.
· The DC-to-AC derate factor is 77%.That is, the actual AC output of the PV system is 77% of its DC power rating.
· The system has a zero scrap value at the end of its 25-year useful life.

General:
· The annual cost of electricity increases by 1.6% per year.
· The annual maintenance and insurance cost is 0.5% of the initial cost of the PV system.
· There is no incremental cost for the space occupied by the system.

Taxes:
· All grants and rebates are fully taxable in the year received.
· The PV system is exempted from property taxes over the life of the system.
· The federal income tax rate for the taxpayer is 35%, and the combined federal and state income tax rate is 40%.
· The PV system is depreciated for income tax purposes using normal MACRS depreciation over five years. That is, no IRC §179 expensing election is made, and no bonus depreciation is taken under IRC §168(k).
· SRECs received by the taxpayer are sold as they are received and are taxable at ordinary income rates.
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A pressing issue facing County Line Markets (CLM) is the decision to upgrade,
expand or replace 105scores. These 10 CLM stores are located in areas where the
demographics, population, and competitive landscape have changed dramatic-
ally since the stores were last remodeled. The key capital investment trade-off
decision facing CLM s whether o: 1) remodel or expand is existing stores now;
2) replace its existing stores now with new larger superstores; or, 3) take no
action.

This case focuses on this investment evaluation of two stores at che Park
Hill Acres and Webster Street locations. Although the specific circumstances
ofeach location are different, the analytical and judgmentalissues facing CLM's
‘management are typical of thase present at each location.

In this case, students must first consider the strategic aspects of this capial
budgeting decision by determining CLM's investment options for these two
specific locations. Students then have to consider the relevance and impact of
che ‘sales erasion” between the stores given the different options for store size
as wellas their competitive landscape. In addition to the traditional discounted
cash flow analysis of a capital budgeting investment, students are asked to
develop some corporate finance guidelines to evaluate CLM subsequent store
upgrade, remodel, or replacement decisions.

INTRODUCTION

County Line Markets (CLM) is a family-owned grocery store chain with 67 Indiana
locations. The business was founded in 1905 by Michael Loyd. Currenly, William
Lloyd, the great-grandson of the founder,is president.

CLM is positioned to grow from a small, 67 store, local grocery operation based in
Indianapolis to a major, 100 store regional player. CLM plans to achieve this growth




image2.jpeg
Exhibit 2. County Line Markets

Gross Margin Analysis
Park Hill Acres Current Store Park Hill Acres Superstore

Sales Mix | Gross |Weighted | Sales Mix | Gross | Weighted

% Of Sales | Margin % | Margin % |% Of Sales [ Margin % | Margin %
Grocery 5232 23.17 12.12 49.4 23.17
Produce 10.07 34.14 344 113 3414
Meat 9.4 22.76 2.14 9 22.76
Bakery 4.07 28.76 1.17 5.3 28.76
Pharmacy 1.81 23.31 0.42 181 23.31
Deli 463 4101 1.50 6.4 41.01
General
Merchandise 1544 18.7 2.89 11.59 18.7
Floral 0.89 41.07 .37 33 41.07
Seafood 137 1852 0.3 19 18.52

100 2470 100

Spring 2009 173
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Exhibit 3. County Line Markets
Sales and Profitability Information

‘Webster Street Store - 20,000 Square Ft.

Sales 15,900,000
Cost of Good Sold 12,066,510 75.9%

Gross Profic 3,833,490 24.1%

Salaries 1,923,900 12.1%

Other Employee Costs 95,400 0.6%
Employee Benefits 477,000 25% of employee costs
Advertising 159,000 1.0%

Rent 79,400 FCr

Building Costs:

Building Maintenance 21,000 FC

Common Area Maintenance 22,500 FC

Building Insurance 1,900 FC

Real Estate Taxes 26,900 FC

Building Depreciation FC

Total Building Costs FC

Utiliies 116,000 FC
Equipment Costs:

Equipment Depreciation FC
Equipment Maintenance FC

Other Equipment Costs

Total Equipment Costs

Other Expenses

Profit From Operations

Taxes

Net Profit Afier Taxes
* FC = Fixed Costs

Gross Margin Analysis

Sales Mix Weighted

% of Sales Margin %
Grocery i 12.88
Produce 13.07 146
Meat 104 237
Bakery 257 0.74
Pharmacy 181 0.42
Deli 0 0.00
General Merchandise 1594 2.98
Floral 063 026
Seafood 0 000
100 24.11
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Exhibit 4. County Line Markets
Park Hill Acres and Webster Street Store Remodel and Expansion

Remodel Expansion (12,500 sq fi)
Park Hill Acres | Webster Street | Park Hill Acres | Webster Street
Building $500,000 $500,000 $750,000 750,000
Improvements
Equipment $100,000 $100,000 $1,000,000 $1,000,000
Sales Growth % % Toafer 20% | 4% after 20%
initial increase | initial increase
Cost of Goods Sold 245% 213% %5.4% 35.0%
Rent 3% increase” | 4% increase™ 147,000° 129,000°
Building Aincrease | 4% increase 36,000° 33,000°
Maintenance
Common Area 4% increase 4% increase 37,000° 36,000°
Maintenance
Building Insurance | 4% increase | 4% increase 3,100° 3.000°
Real Estate Taxes | 4% increase 1% increase 7,000° 31,000°
Utilities 6% increase | 6% increase 212,000° 189,000°
Eq;‘;i:f:‘;mte 49% increase 49 increase 72,000° 63,000°
Other Equipment. | op;icieaca 4% increase 35,000° 28,000°
Costs
Depreciable Life
Building 17 years 17 years 17 years 17 years
Improvement
Depreciable Life = N _ ,
s 5 years 5 years 5 years 5 years

Same annual increase as the store remodel scenario
**_Annual inflation rate

Spring 2009

175
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Exhibit 5. County Line Markets
Additional Information for Store Remodel/New Store

Investment Task Force

Capital Investment Guidelines

1. Cost of capiral

2. Corporate tax rate (combined federal and state taxes)

3. Life of new store/superstore

4. Life of remodel/expansion

5. Depreciable life of equipment

6. Depreciable life of leasehold improvements

Individual Store Information

-

. Remaining lease for Park Hill Acres store

2. Remaining lease for Webster Street store

3. Cost to shut down a store

4. Cost to move a store (net of lease hold costs)

5. Lease termination costs for Park Hill Acre store

6. Lease termination costs for Webster Street store

176

15%

38%

17 years

17 years

MACRS; 5 years
Straight-line; 17 years

7 years

5 years

$500,000 + lease termination
costs

$400,000

Present value of all future
rent payments (5% discount
discount rate)

Present value of all future
rent payments (5% discount
rate) + $100,000 penalty

Journal of Financial Education
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Figure 1: A Summary of the Model’s Prioritization Criteria
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Figure 2: Examples of Criteria and Related Questions from
the “Project Champion” Form

1.) University Vision/Mission
Does the project...
. Align with the University vision and mission?
b Addiess 3 competive hieal?
< Provide a compefve advantage?
d Promote diversity?

Additional information:

3.) Student
Does the project.
a. Promote wellness?
b, Impact a arge number of studeris?
C_ Enhance leairing opportunites?
. Enhance lfestylelsocil emvionment?
. Enhance abilfly 1 recrulietai studers?
T Tncrease the marketabilty of graduates?
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Figure 3: Sample Inputs and Project Rankings
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Table 22 Comparative After-Tax Cash Flow Data—Two Decision
Alternatives, Purchase Made One Year from Today (i.e., at T=1)

A: Purchase a Hybrid Car

Year 0 (now) 1 2 3 4 5

New energy bill is passed -$25000 $10,000 $10,000 $10,000  $10,000

(40% probability) +$5,000 salvage value
New energy bill is NOT -§25000  $4000  $4000  $4,000  $4,000

passed (60% probability) +$3,000 salvage value

B: Purchase a Gas-Powered Car

Year 0 (now) 1 2 3 4 5

New energy bill is passed -§20000  $6,000  $6000  $6,000  $6,000

(40% probability) +$3,000 salvage value
New energy bill is NOT -820,000 $6,000 $6,000 $6,000  $6,000

passed (60% probability) +$4,000 salvage value
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Table 1: Comparative After-Tax Cash Flow Data—Two Decision
Alternatives, Purchase Made at T=0 (i.e., Today)

A: Purchase a Hybrid Car

Year 0 {now) 1 2 3 4

New energy bill is passed -$25,000 $10,000 $10,000 $10,000 $10,000

(40% probability) +$5,000 salvage value
New energy bill is NOT -$25,000 $4,000 $4,000 $4,000 $4,000

passed (60% probability) +$3,000 salvage value
B: Purchase a Gas-Powered Car

Year 0 (now) 1 2 3 4

New energy bill is passed -$20,000 $6,000 $6,000 $6,000 $6,000

(40% probability) +$3,000 salvage value
New energy bill is NOT -$20,000 $6,000 $6,000 $6,000 $6,000

passed (60% probability)

+$4,000 salvage value
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Figure 1: INVestment Assumptions
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The company buys new cars and keeps them in business for four years. At the end of year four,
the car is sold for the indicated salvage value. Suppose the company has to make the investment
decision now (i.e., January 2008, or T = 0) regarding the purchase of a gas-powered or a hybrid
car.The new energy bill, currently under debate in Congress, offers a hefty income-tax credit on
the purchase of commercially operated hybrid cars. The proposed tax credit can alter the annual
after-tax cash flows and salvage values of both types of cars. With the tax credit, the hybrid car
offers both higher annual after-tax cash flows ($10,000) and a higher salvage value ($5,000) for
hybrid cars, while the salvage value for gas-powered cars drops from $4,000 to $3,000. These
potential cash-flow changes are strictly contingent on whether the new energy bill is passed in
January 2009. At time T =0, management estimates a 40% chance that the new energy bill will be
passed. Figure 1 shows that the optimal choice is to choose the gas-powered car since this alter-
native has an NPV of $1,478, while the NPV of the hybrid car is -$2,117. The shaded bottom por-
tion of the figure indicates the optimal decision: Invest in a gas-powered car now.
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Figure 2: Investment-Timing
Option

Invest now:
40% chance of tax credit for hybrid cars starting next year

Wait one year:
tax credit will
be known
for sure.

—
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An “investment-timing option,” one form of
real option, is created if the rental car compa-
ny has the flexibility to invest today (T = 0) or
to defer the investment for at least one year
(T=1). At T =0, management estimates that
the new energy bill has a 40% chance of being
passed. At T =1, it will be known for certainty
whether the new bill has passed. The benefit
of deferring the investment decision for one
year is that the company can avoid the less
profitable (or money-losing) choice. The draw-
back of the delay decision is that the expected
future after-tax cash flows are deferred. The
trade-off of these two effects tells us whether
the company should defer the investment to

January 2009 (i.e., make the decision at T=1).
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Situation in
Figure 1
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Further Reading

For those who would like to know more about real

options analysis, here are some additional sources.

The following book provides comprehensive cover-
age of the topic: Lenos Trigeorgis, Real Options:
Managerial Flexibility and Strategy in Resource Allo-
cation, MIT Press, Cambridge, Mass., 1996.

For practitioners, we recommend: Tom Copeland and
Viadimir Antikarov, Real Options: A Practitioner’s
Guide, Texere LLC, New York, .Y, 2003, or Prasad
Kodukula and Chandra Papudesu, Project Valuation
Using Real Options: A Practitioner’s Guide, J. Ross
Publishing, Inc., Fort Lauderdale, Fla., 2006.

For advanced readers, i.e., those who are familiar
with stochastic processes, we suggest: Avinash K.
Dixit and Robert S. Pindyck, Investment Under
Uncertainty, Princeton University Press., Princeton,
N.J., 1994.




image23.png
[}

(2)

3)

NPV 7,134 IRR 12

Product Mix #CPT Volume Average
Codes # Scans Percent RVU WA RVU

CPT Codes: Group 1 19 285 48.0% 11.98 1913
CPT Codes: Group 2 1 309 52.0% 2573
WA = weighted average
Reimbursement per RVU $34.50
Year 1 2 3 4 5
WA reimbursement per scan $659.99 $646.79 $633.85 $621.17 $608.75
Volume
Year 1 2 E a 5
# Facility days per year 240 240 240 240 240
# Scans per day 43 5.2 6.2 7.4 8.9
# Scans per year 1,032 1,238 1,486 1,783 2,140
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(4)

Capital Expenditures

MRI Scanner $1,400,000
Injector $35,000
Workstation $17,000
Computers $6,000
Furniture & Fixtures $10,000
Total $1,468,000
Estimated residual value $200,000
Depreciation expense $253,600
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Working Capital

# Days' receivables 75

Supplies inventory (# days) 15

Min cash: sales 15.0%
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(5)

(6)

Financing

Equity $2,200,000
Cost of equity capital 11.0%
Income tax rate 40.0%

Operating Costs

Direct supplies (variable with # scans) $65.00
Personnel Costs Annual Annual
Cost Salary #FTEs
MRI technician $90,000 $30,000 3.0
Registration clerks $37,500 $25,000 15
Total $127,500
Other Operating Costs (all fixed)
Rent $44,000
Office supplies $3,900
Telephone $1,400
Urtilities $1,000
Maintenance $43,000
Other $11,000
Physicist service contract $2,800
Licensure of equipment $2,500
Insurance $19,000

Total Other Operating Costs $128,600
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@)

Summary
Year 1 2 3 4 5

Revenues $681,105 $800,720 $941,900 $1,107,551 $1,302,723
Variable costs $67,080 $84,494 $101,420 $121,690 $146,055
Personnel costs $127,500 $133,875 $140,569 $147,597 $154,977
Other operating costs $128,600 $135,030 $141,782 $148,871 $156,314
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Table 4: WC, MLC, and BC Assumptions

Product Mix (Group 1 %)
Growth in Reimbursement

# Scans per Day, Year 1

Growth in # Scans per Day
Estimated Residual Value

#Days' Receivables

Increase in Costs of Direct Supplies
Increase in Personnel Costs

Increase in Other Operating Costs

wc MLC BC
51.0% 48.0% 45.0%
-4.0% 2.0% 0.0%
36 43 5.0
15.0% 20.0% 25.0%
$150,000 $200,000 $250,000
80 75 70
70% 5.0% 3.0%
70% 5.0% 3.0%
70% 5.0% 3.0%
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Figure 1: Probablity Distrib:

ion of Scans per Day in Year 1
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Figure 2 Distribution Function of NPVs with Probability of Positive NPV
Highlighted in Blue

100,000 Tk

Frequency View

93781 Diplayed
NPV =

8

B

Probabilty

00 .
(5240000)  (3120,000)

% S1000 0000 600 400

b [0

Cetainy [72331 % 4 [iéray




image33.png
ure 3: Contribution to Variance of Project NPV

100,000 Trials Contiibution to Variance View
Sensitivity: NPV =
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Figure 5: Distribution Function of NPVs with Probability of Positive NPV
ighlighted in Blue
100,000 T Frequency View 59628 Dislaped
NPV =

004

000

(00000)  (s200000) g 3400000

s Cotany: [ % o firiviy




image36.png
Figure 6: Revised Contribution to Variance of Project NPV
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Figure 7: Distribution Function of NPVs with Probability of Positive NPV
Highlighted in Blue with Correlated Variables
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Figure 8: New Contribution to Variance of Project NPV
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DCF

Table 1: Differences between DCF and Real Options Analysis
of Capital Investments

DECISION TIMELINE

One-time game: "now or never”

ACKNOWLEDGEMENT OF FLEXIBILITY

Attach zero value of flexibility
(flexibility is ignored)

VALUE OR RISK

Negative value of volatility

(NPV is negatively related to
discount rate, which is higher for
higher volatility)

Real options

Dynamic game: "now or wait”

Positive value of flexibility

Positive value of volatility
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Table 2: Top 10 Domestic Box Office Yearly Grosses, 2011

RANK MOVIE TITLE DOMESTIC GROSS SEQUEL (YES/NO)
1 Harry Potter and the Deathly Hallows, Part 2 $381,011,219 Yes
2 Transformers: Dark of the Moon $352,390,543 Yes
3 The Twilight Saga: Breaking Dawn, Part 1 $281,287,133 Yes
4 The Hangover, Part Il $254,464,305 Yes
5 Pirates of the Caribbean: On Stranger Tides $241,071,802 Yes
6 Fast Five $209,837,675 Yes
7 Mission: Impossible — Ghost Protocol $209,397,903 Yes
8 Cars 2 $191,452,396 Yes
9 Sherlock Holmes: A Game of Shadows $186,848,418 Yes

10 Thor $181,030,624 No

Source: Boxofficemojo.com
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Figure 1: Real Option Value of a Sequel

CASH INFLOW OF
$10 MILLION:

NO SEQUEL

PRODUCE AN
ORIGINAL WITH CASH INFLOW OF
CASH OUTFLOW $10 MILLION:

OF $100 MILLION
CASH INFLOW OF
$180 MILLION:

PRODUCE A
SEQUEL WITH
CASH OUTFLOW
OF $110 MILLION CASH INFLOW OF
$170 MILLION:
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Figure 2:

50%

50%

Note: For simplicity, we omitted the script development and production stages.

The numbers are representative of the facts in the motion picture industry and consistent with the numbers used in Table 2. The differences in cash inflows are as
follows: In the flop scenario, cash inflow after advertising is $10 million (40-30). In the hit scenario, the cash inflow after advertising is $180 million (240-30-30).
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THE MOVIE INDUSTRY
IN THE SPOTLIGHT

“Using Real Options to Make Decisions in the
Motion Picture Industry” is the fourth article that
has resulted from two grants from the IMA
Research Foundation. The other three articles have
appeared in Strategic Finance: “The Business of
Making Movies” by S. Mark Young, James Gong,
and Wim Van der Stede in the February 2008
issue; “The Business of Selling Movies” by S. Mark
‘Young, James Gong, and Wim Van der Stede in
the March 2008 issue; and “The Business of
Making Money with Movies” by S. Mark Young,
James Gong, and Wim Van der Stede in the
February 2010 issue.
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Table 2: A Summary of the Three Case Studies

Honolulu Phoenix Phoenix Newark
$6/DCWatt  $6/DCWatt  $4/DCWatt  $6/DCWatt

Tnputs:
DC povier rating (Kilowatts) 50 50 50 50
Installed system cost per DC viatt $6 $6 B $6
Initial system cost before rebates and credits 300,000 300,000 200,000 300,000
Federal income tax credit 90,000 90,000 $60,000 590,000
State income tax credit $105,000 25,000 $20,000 $0
Utlty rebates/perform ance-based payments $0 PBI* PBI* SRECE
Average annual hours of solar radiation per day. 57 65 65 45
Price of electriity per kilowatt-hour $0.239 $0.081 $0.081 $0.128
Outputs:
Net cost of system after federal and state credits $105,000 $185,000 $120,000 $210,000
Kilowatt-hours of elecricity produced 80,099 91341 91341 6,26
by the PV system in year 1
Electridty savings in year 1 19,144 7399 7399 8,094
from the PV system (pre-tax)
Internal rate of return over 25-year 2B.0% 59% 123% 163%

“Ses the artcle for dets of the specfic beneits of the peformance-based rentives (PB) i Prosnix and the s3ar renenable energy
cedits (SRECS) in New Jersey. Note: Additional assumptions for the case studies are provided inTable 1.




